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1 Introduction

This handbook describes the requirements for admissiohe@taduate programs of the Department of
Computer Science and the requirements to earn a graduateedefhe handbook also contains general
information about the graduate progran®&udents in the programs are responsible for understantlieg
material in this handbook and the Academic Regulations¢&dares and Degree Requirements in the Grad-
uate Bulletin. Exceptions to the requirements to accommodate specialnegtances must be approved by
the student’s advisor and the graduate program directaeiions must be documented and included in the
student’s academic file.

2 Goals of the Programs

The Department of Computer Science offers an M.S. and a Rh@omputer Science. The M.S. program is
designed primarily to train students with professionallg@abusiness, industry, or government, requiring a
detailed knowledge of computer science concepts and apiplis. The program concentrates primarily on
applied computer science, emphasizing software developmegramming, computer systems, and appli-
cations. Each student is given the experience of working large scale software or hardware development
project involving analysis, design, evaluation, and impdatation.

The Ph.D. program is for students interested in obtainirgdamic or research positions in colleges
and universities or in government or industrial researblodatories. The program gives students a rigorous
and thorough knowledge of a broad range of theoretical aactipal research subject areas and develops the
ability to recognize and pursue significant research in agamscience. The first two years of graduate study
are devoted to coursework. By the end of the second year $kaneh phase of the student’s graduate career
should be underway, with participation in advanced study@eliminary research work. The final years of
graduate study are devoted to dissertation research. Uypanee to the program, each student is assigned
an academic advisoEach Ph.D. student should seek a faculty member to serveeggarch or dissertation
advisor within the first two semesters in the prograrhe choice may be changed. However, each change
of advisor may delay a student’s progress. A research adgisovaluable when it comes to issues such as
financial support and progress through various examiratiost faculty members have research groups,
meetings and seminars by which a new student can becomeirieguaith the research being conducted in
the Department. Please refer to Seclion 4.3.1 for the spealéis on choosing or changing an advisor.

A student who is progressing satisfactorily toward the Plodh earn an M.S. degree as well. A student
enrolled in the M.S. program can apply for admission to théPprogram as described in Sectfon 41.2.7.

3 Requirements for Admission to Graduate Study

Admission to the M.S. and Ph.D. Programs are handled sepaiat the departmental Admissions Com-
mittee. The requirements for admission to graduate studgimputer science include.

A - Bachelor Degree: A bachelor’s degree, usually in a science or engineeringpadise or in mathematics,
is required. The transcript should show a grade averageledsit B (i.e., 3.0/4.0) in
() all undergraduate course work, and
(i) in the science, mathematics, and engineering courses.

B - Basic Mathematics: Two semesters of college level calculus, plus a course gatiralgebra. Also
desirable is a course in either probability theory or praiigland statistics.

C - Minimal Background in Computer Science: As a measure of that background the student must satisfy
5 of the 7 proficiency requirements listed in Secfion 4.2.1.
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D. Acceptance by the Computer Science Department and GraSoht®l.

E. All applicants to the MS or PhD program must submit GraduaedrRd Examination scores for the gen-
eral aptitude tests. Applicants are encouraged to submi t8& scores for the advanced examination
in Computer Science as well.

Students of exceptional promise with non-standard backgt@r or who lack certain requirements may
be considered for admission to the program on a provisioasisb The student will be informed of the
requirements that must be satisfied for the termination@ptiovisional status.

3.1 Transfers into the Graduate Program

We do not have a separate procedure for transferring intg@tuate programs. An applicant must apply
for admission into one of our programs as usual. Howevedrifited, an applicant might be able to transfer
graduate credits from another school subject to the fotigwules:

e Only credits for bona fide graduate courses can be trandfefdeaduate courses co-scheduled with
undergraduate courses are not accepted.

e No more than 9 creditsf graduate courses can be transferred. Students who tpo&wgal courses at
Stony Brook can transfer up to 12 credits.

e In order to be counted towards graduation, the credits nrigivluated by one of our faculty mem-
bers. The evaluation must establish an equivalence betaweenrse being transferred from another
institution to a Computer Science course in Stony Brook cWlig accepted as part of the graduation
requirements. The faculty member must be one of those wheaghing the corresponding graduate
course on a regular basis.

e Graduate courses that do not meet the previous requirerapriiectransferred without being counted
towards graduation. This can sometimes be useful becaudenés who have earned 24 graduate
credits of any kind need to be registered for only 9 creditstéad of 12) in order to have full status.
Therefore, gaining this status early might reduce tuitiahility.

4 Graduation Requirements

4.1 General Requirements

The requirements for the completion of a graduate degreetimms change. Students are bound by the
requirements that were in effect at the time of their adrars$o the program. Alternatively, they can choose
to satisfy any subsequent set of requirements approvedebRdipartment. You should keep abreast of the
latest version of the Graduate Student Handbook, whichbfighed on the Departmental Web site.

Students are expected to complete their degree requirerasrexpeditiously as possible. In particular,
they should only take courses relevant to their degree. nfiagourses outside the major (except English
proficiency courses) must be approved by the Graduate Direct

4.1.1 Registration and Status

The status of a graduate student is defined as G1, G2, G3, G4.drhe first two, G1 and G2, refer to M.S.
students and G3 through G5 to Ph.D. students.



An M.S. student typically enters the graduate program wittus G1 and a Ph.D. student enters with
status G3. After completing 24 graduate credits the stutks#ives the status G2 and G4, respectively.
Note: credits for incomplete courses are not counted toward4heredits required for the G2 and G4
status. Ph.D. students who have been advanced to candidadgsignated as G5 (see Secfion 4.3.7).

Students who enter the graduate program after obtainingadugte degree or having completed 24
graduate credits at Stony Brook or at another institutioany discipline (not necessarily Computer Science
related) can request G2 or G4 designation (whichever egdliem the Graduate School.

Students in the G1 or G3 status must register for 12 credibsdar to have full-time status. G2 and G4
students must register for 9 credits each semester.

A G5 student should normally register for for 9 credits ofsdigation research (CSE 699). If a student
is performing research out-of-state he or she would regfste9 credits of CSE 700, and if the research
is outside of the United States then the student would eagfst 9 credits of CSE 701. G5 students are
permitted to take other courses that are directly relevatihé dissertation they are writing, but only with
previous approval from their Graduate Program Directorthigse cases the courses must all be graduate
level (500 or above) and the total number of credits mustleguatill, at least three credits must come from
CSE 699, CSE 700, or CSE 701.

Foreign students must be enrolled full-time throughouirtb@urse of studies in order to maintain legal
immigration statu] Domestic students are not required to maintain full-tinsgust, but they must register
for at least one credit each semester. However, only fmétstudents are eligible for any kind of financial
assistance. Also, part time students cannot live or workaompuis.

An M.S. student (but not a Ph.D. student) can be considerbdwe full-time status in the last semester
of studies even if he or she is registered for less than 9tste@ obtain full-time certification, the student
must be registered for the amount of credits that is suffidiersatisfy the graduation requirements. The
certification is not automatic — the student has to submit téi@e for an “underload” to the Graduate
Secretary. Note that such an underload has a pitfall, whaarseriously affect foreign students: The student
cannot stay in the university past the semester in which denwead is granted. Therefore, failing any of the
courses taken in this situation will put the student out ghléemmigration status.

In addition, the following rules are in effect regarding Suer registration:

New studentsNew students who were admitted for full-time studies masgister full-time during their
first semester on campus. This means that summer admits egister for at least 6 credits for the summer
session to which they were admitted. They do not need totegdisr Summer Session Il if they have
registered for Summer Session I.

Continuing studentsContinuing students who have a GA or RA during the Summestaoagly encour-
aged to register for the summer. If no appropriate coursesvailable, students may register for O credits
of CSE 800. The Graduate School advises this for reasoreddlatracking federal grants, tax issues, and
Homeland Securi@.

Graduating studentsStudents need to be registered for the semester they pimadaate. The Graduate
School permits Summer graduates to register for O creditad@ates in other semesters must register for
at least 1 credit. (International students must make swutetitiey are registered for enough credits to have
full-time status.)

4.1.2 Taking Undergraduate Courses as CSE 587

Sometimes a student might need to take an undergraduateedousatisfy an M.S. proficiency requirement
(see Sectioh 4.2.1) or a prerequisite to a graduate courseever, a graduate studerannot register for
such a course using an undergraduate course numbeRegistering for a course using an undergraduate

! Consult International Programs at the Graduate Schootdegaimmigration and related legal issues.
2 CSE 800 does not count towards any degree.



number may put a student out of legal immigration statusclwinay have serious implications as far as
immigration authorities are concerned and jeopardize éiadaid. An undergraduate (300 level) course can,
with permission of the Graduate Academic Director and ttstrirctor, be taken using the course designation
CSE 587 (Proficiency Requirement in Computer Science). Tsoda student should register for the section
of CSE 587 which corresponds to the professor who is teachimgndergraduate course in question.
However, several restrictions apply to taking CSE 587:

e CSE 587 can only be used to take an undergraduate courseylldi®is of the undergraduate course
must specify additional workthat graduate students must do in order to pass the courselu&e
students taking an undergraduate course under the CSE B@Yenunust be graded separately from
the undergraduate students.

e A student may not use CSE 587 to take an undergraduate cohesehe or she has previously taken
an equivalent undergraduate course (at Stony Brook or bls@).

e When CSE 587 is taken to satisfy a proficiency requirememt $&etioi 4.2]1), it can count towards
the 31 credits needed for the M.S. degree. Howeveraaimum of 4 creditef CSE 587 can be used
in this way and the student must get a grade of B or better ih eaarse. (CSE 587 is not counted
towards the Ph.D. course requirements.)

e If a student uses CSE 587 to take an undergraduate courstsfy aa M.S. proficiency requirement
and receives a grade of C, C+, or-Bthe course will still satisfy the proficiency requirememt will
not count towards the required 31 credfty graduation. The grade of G is not sufficientevenfor
proficiency purposes.

e CSE 587 can be used to take an undergraduate course thataspnaficiency requirement. This is
allowed to enable a student to expand his or her knowledgeongproficiency area. However, such
a coursewill not counttowards the31 credits required for graduation. (Credits for this couase
counted, however, towards maintaining the full-time stgtu

e Note that a student should register for only 2 credits in C8F, ®ven though the corresponding
undergraduate course is 3 or 4 credits. The 2 credits register CSE 587 are counted towards
maintaining full-time status as normal graduate credits.

CSE 587 courses, which an M.S. student plans to take toysatisficiency requirements, must appear on
the student’s plan that was previously approved by the Grigdficademic Advisor — see Section 412.1.

When a CSE 587 is taken not as part of a proficiency requirernttemstudent must still seek permission
of the Graduate Academic Advisor and of the instructor. Tis &€nd, an M.S. student must use the form
http.//www.cs.sunysb.edu/files/graduate/ permissimrenroli587.pdfto petition the Graduate Academic
Advisor and explain the reasons for taking CSE 587. If appddyy the advisor, the petition must then be
approved by the by the instructor.

Some Ph.D. students might also be advised by the GraduatgaRtdirector to take an undergrad-
uate course under the CSE 587 designation as part of thepanqateon for qualifying examinations. In
this case, the course must be part of an approved studeatisfopt taking these examinations (see Sec-
tion[4.3.2). In case there is a need to take an undergradoatsecfor reasons other than the qualifying
examinations, Ph.D. students should get an approval frenGitaduate Program Director using the form
http.//www.cs.sunysb.edu/files/graduate/ permissimrenroli587.pdf

4.1.3 Grade Requirement

To be certified for graduation, a cumulative grade pointayerof 3.0/4.0 or better over all graduate courses
is required by the Graduate School. In addition, a cumwa®PA of 3.0/4.0 is required for the courses
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taken to satisfy the M.S. or Ph.D. degree in Computer Scidnogase of a repeated course, the latest grade
is counted.

4.1.4 Curricular Practical Training

Some of the course credits required for the M.S. and the RleBrees can be satisfied with industrial in-
ternship. Due to government regulations related to worknjier international students must do internships
through Curricular Practical Training (CPT) or Optionaa&tical Training (Sectioh 4.1.5Note that intern-
ships or practical trainings are optional.

CPT can be takeanly in conjunction with a course, as specified below, and cergstrictions apply.

e M.S. Program CPT can be taken in conjunction with CSE 596 (Internshipéséarch), CSE 523/524
(M.S. Project), or CSE 599 (M.S. Thesis Research).

— CPT can be taken in conjunction with CSE 5#i6nost onceThe student must provide a detailed
description (up to 1/2 page) of the duties to be performediasgb the internship and emphasize
the educational value of the employment.

— If CPT is taken in conjunction with CSE 523/524 or CSE 599, ek to be performed as part
of the training must be an integral part of the student’s NdrSject or thesis, whichever applies.
The student must submit a detailed description (1-2 padas)eavork to be performed during
the training and explain how it is integral to the projectioedis.

e Ph.D. program CPT can be taken in conjunction with CSE 696 (Ph.D. IntepnshResearch) or CSE
699 (Ph.D. Dissertation Research).

— CPT can be taken in conjunction with CSE &86nost twice The student must provide a detailed
description of the duties to be performed as part of themstap and emphasize the educational
value of the employment.

— If CPT is taken in conjunction with CSE 699, it must be an indéégart of the student’s Ph.D. the-
sis work. The student must submit a detailed descriptiod gages) of the work to be performed
as part of the training and explain how it is integral to thesdrtation research.

Whether CPT is taken in conjunction with CSE 596/696 or CSE%®24/599/699, the aforesaid description
of the work must be filed with the International Students @ffafter being endorsed by the student’s project
or thesis advisor, the employer, and the Graduate Prograeu:ﬂbi@

On completion of CPT, the student should supply an evalndétier from the supervisor at the place
of internship, written on company stationery, which ddsesithe work performed during the internship and
evaluates the student’s job performance. This letter weilképt in student’s file.

Note An international M.S. student is not normally allowed totmapate in CPT unless (i) the student
has completed two full regular semesters in residenceéhdighe is in good standing, (iii) has no outstanding
proficiency requirement and no incomplete grades. One ércefs when the CPT is directly part of the
M.S. thesis or CSE 523/4 project and is certified as such bygttident’'s advisor.

4.1.5 Optional Practical Training

This matter concerns only international students. Int@nal students are typically granted certain period
when they can work in the U.S. during and after completiorhefrtdegree. This opportunity is known as

% Procedurally, the student will bring the above form (enddrsy the thesis advisor and the employer) and the Graduht®Bz
CPT application to the Computer Science Graduate Secréfpon checking the eligibility, the secretary will provideover letter
and obtain the endorsement of the Graduate Director.



Optional Practical Training (OPT). OPT it part of the Computer Science graduate program. However,
an international student who needs to take CSE 596 (Intgrnsan do so in conjunction with OPT, if for
some reason this internship cannot be done as part of CRIEdPt@nsult the specialists of the International
Programs Department at the Graduate School regarding lggegaverning the OPT option.

4.1.6 Controlling Course Load

Graduate courses and projects tend to require a substantialint of work, so students are advised to
plan carefully. A graduate student with fewer than 24 gréelwaedits (a G1 studeﬁt)nust register for
12 credits to maintain full time status. He or she can coreplleé required number of credits by taking
CSE 523/524/599 (M.S. Project or Thesis — whichever appli@SE 593 (Independent Study), or CSE 698
(Teaching Practicum). A program including more than fogutar courses is not advised.

4.2 Requirements for the M.S. Degree

Students in the M.S. degree program choose between twagptite M.S. with a thesis and the M.S. with
a project. The course requirements depend on the optiorechos

Students are required to completeninimum of31 graduate credits in the Computer Science Depart-
ment. A list of graduate courses is provided in the coursepemdium at the end of this document. The
required 31 credits should be obtained by satisfying theviehg key requirements of the M.S. program:

1. Proficiency requirementsAll seven proficiency requirements must be satisfied by ithe bf grad-
uation. See Sectidn 4.2.1 for the details of proficiency irequent. Students who lack one or more
proficiencies at the time of admission must take appropgedduate or undergraduate courses to sat-
isfy them. As discussed in Sectibn 4]1.2, any undergradtmieses must be taken as CSE 587, and
up to 4 such credits (i.e., at most two CSE 587 courses) canl@ed as credits towards graduation.

Note that there are specific grade requirements for profigienurses. Again see_4.2.1 for details.

2. M.S. thesis or project (9 or 6 credits, respectivelyhis requirement can be satisfied by taking 6 to 9
credits of CSE 599 in case of the thesis option, or 6 crediGSE 523/524 using the project option.

3. Research, teaching, or industrial experience requirenfg&ndr 2 credits) This requirement can be
satisfied using CSE 593 (Independent Study), CSE 698 (Puactin Teaching), CSE 596 (Internship
in Research), Computer Science seminars (excluding CSE $f6cial Topics cours&;r regular 3
credit technical Computer Science graduate courses.

This requirement means that at most 2 credits can be countedds graduation from all credits ac-
cumulated in the following courses: CSE 593 (Independeamiy§f CSE 698 (Practicum in Teaching),
CSE 596 (Internship in Research), Seminars and Speciatgopurses.

4. Technical graduate course3§heremainingcredits can be satisfied by taking any graduate Computer
Science coursaxceptSeminars, Special Topics Courses, CSE 523/4, CSE 587, CRESE 596,
CSE 599, and CSE 69&8\ote that Advanced Topics Courses CSE 590-595 or CSE 69&&9be
used, but only up to a total of two such courses (6 credits).

Relevant graduate courses in other departments can beawsadl$ the 31 credits, if approved by the
Graduate Program Director. To this end, the student muskdatte case for taking a particular course
by submitting a petition, which must also be endorsed by tihgesit’s project or thesis advisor.

4 Graduate courses (even in a different discipline) comgleteother universities may count, if appropriate docuntesrias
submitted to the Graduate School.
SSpecial Topics Courses are identified explicitly towardsehd of this handbook in TaHlé 1.
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Some of the above requirements are further clarified below.

4.2.1 Proficiency Requirements

These represent fundamental knowledge expected of any&dBafe by the time of M.S. certification. Each
requirement may be satisfied at Stony Brook by completing gorogriate undergraduate course, taken
as CSE 587, or a graduate course. Each may also be met by ghewiitence of a similar course taken
elsewhere if approved by an instructor of the course heree frbficiency requirements, together with
acceptable Stony Brook courses that would demonstratéitbaequirement is met, are enumerated below:

1. Theory of Computation: CSE 303 or CSE 540.

Algorithms: CSE 373 or CSE 548

Language/Compilers: CSE 304, CSE 307, CSE 504, or CSE 526

Architecture: CSE 320 or CSE 502

Databases: CSE 305 or CSE 532

Operating Systems: CSE 306 or CSE 506

Networks or Graphics or Al: CSE 310, CSE 346, CSE 533, CEGSE 328, CSE 528, or CSE 537.

No gk owbN

Paperwork and Deadlines for Proficiency Requirements

The “Welcome Package” that every M.S. student gets whemingtihe M.S. Computer Science program in-
cludes a booklet, titled “Proficiency Requirements,” whicimtains a page for each proficiency requirement.
This form is also available on the Web at

http://www.cs.sunysb.edu/files/ graduate/ proficienegeirements. pdf

Students who have taken one of the above proficiency cougsaduate or undergraduate) at Stony
Brook should just mark the top portion (Option I) of the cepending proficiency page, since the requisite
information will be available with the student’s Stony Bkawanscript.

Students who took an equivalent proficiency course at anathitution must arrange an interview with
a professor who teaches the same course in the Computec&dapartment. This professor will certify
proficiency in the bottom portion (Option Ill) of the correspling proficiency page. The studamust
bring the transcript (from that other institution) togetkath the course syllabus and any other available
supporting material. The professor would typically asksjiems about the course material, and may not
certify proficiency if he or she is not satisfied with studemtrrent level of mastery of the subject.

If a student took one of the above undergraduate proficieaayses under the CSE 587 course designa-
tion, then he or she has to fill out the middle portion (Optihrof the proficiency form and have it signed
by the professor who taught the aforesaid course right eftempletion of the courseNote that CSE 587
can be taken to satisfy a proficiency requiremamly if a similar undergraduate course was not taken by the
student at another institution. Exceptions to this rule thesapproved by the Graduate Academic Advisor.
Please check Sectidn 4.11.2 for the restrictions on taking &% .

Two semesters rule: All proficiency requirements must be completed by the enchefsecond semester
(excluding summers) in the M.S. program. Students who doowiplete the proficiency requirements
within this time frame will be blocked from registering foourses. Extensions can be granted only by
the Graduate Academic Advisor.

First semester rule: At the beginning of the first semester in the M.S. progtaefore the add/drop deadline
for courses, students must submit for approval a plan forptetion of the proficiency requirements


http://www.cs.sunysb.edu/files/graduate/proficiency-requirements.pdf

to the Graduate Academic Adviser. This plan will be kept indsint’s file and will be required for
graduation clearance towards the end of the program. Thesféor the plan are part of the “Profi-
ciency Requirements” bookleThis plan must be followed and any change must be approveldeby t
Graduate Academic Advisor. The students should not defriae this plan without prior approval.

One should keep in mind that undergraduate courses takdorgt Brook or another institutionannot
be taken again at Stony Brook as part of the proficiency requents. (One can still take themithoutgetting
a graduation credit as CSE 587 with permission of the counstelictor.) To help the Graduate Academic
Adviser evaluate student’s plan for completing the proficierequirements, the student must bring a copy
of the undergraduate transcript.

On completion of the last proficiency requirement (but nerl@tan the end of the second semester in the
M.S. program) the student must submit the remaining filletpagies from the “Proficiency Requirements”
booklet to the Graduate Secretary who will add them to théesit’s file. The complete booklet has to be in
the student’s file before the student can be cleared for gtamu

Grade Requirements for Proficiency Courses

The student must obtain a grade of at least C in any coursa talksatisfy a proficiency requirement. Also,
any CSE 587 must have a grade of at least B in order to be coastedpart of the 31 credit graduation
requirements.

4.2.2 No-Thesis Option

Students choosing the thesisoption are required to take the courses Laboratory in Coen@dience CSE
523/524. These courses provide students with the experigndealing with large-scale computer-oriented
problems such as those encountered in commercial, indlistriresearch environments. If a student has
had such experience within the four years preceding entoythe program and is able to submit material
(e.g., technical reports, publications, patents, etcscideing the work, the CSE 523/524 requirement may
be waived after review of the submitted material by the figcolember who is responsible for coordinating
the Laboratory in Computer Science. Note, however, thataurse credit will be given for this previous
experience; the waived laboratory credits must be replégedpproved graduate electives in Computer
Science.

Special restrictions on CSE 523/524:

1. Students taking CSE 523/524 may not use any CSE 599 (TResksarch) credits toward their M.S.
degree, except in case of switching between the optionsszsided below.

2. CSE 523/524 may not be taken in the same semester.

3. CSE 523 and CSE 524 must involve a single substantial émwester project, not two smaller projects
with different advisors. Thus, switching project advisomplies that CSE 523 must be started anew.

4.2.3 Thesis Option

The thesis must be approved by a departmental faculty caseof no less than three members appointed
by the Graduate Program Director. At the discretion of thamittee, the student may be required to present
a seminar on the topic of his or her thesis. A student registerCSE 599 when writing a thesiat least 6,

but no more than 9 creditsf this course may be applied towards the 31 credits reqtineithe M.S. degree.
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4.2.4 Project or Thesis Advisor

A student in the M.S. program must select a project (or thesigisor by the end of theecondsemester in
the program. The role of the advisor is to guide the studeouth the M.S. studies, formulate a project or
a thesis topic, and supervise the student towards the ctiorple the assigned task.

On selection of an advisor, a form must be filled out by bothatiesor and the student, and submitted
to the Graduate Director. Changing an advisor requires afoew. At the end of each semester (including
summers, if the student is expected to work during summeestars) the student is evaluated by the advisor.
Two unsatisfactory evaluations in a row or three unsatisfgcevaluations in total will result in dismissal
from the program.

4.2.5 Electing an Appropriate M.S. Option

A student is considered to have elected the Thesis Optioretmgtering for CSE 599 and the No-thesis
Option by registering for CSE 523. Switching between theamstis permitted, but in general the credits
accumulated under CSE 523/524 cannot be applied towardehisis option and the credits accumulated
under CSE 599 cannot be applied towards the No-thesis option

However, when all of the following conditions are met, 3 étedccumulated under CSE 599 can be
used in lieu of CSE 523 and vice versa, provided that:

e The change of the option occurs without changing an advistoyic.
e The change is approved by the thesis or project advisor.

e The advisor provides a statement, to be included in the stisdée, certifying that the work performed
so far under the old option is acceptable under the new aption

In exceptional circumstances (such as an unforeseen clufisgepe of the project), other swaps of credits
between CSE 599 and CSE 523/524 might be approved by the &esHtogram Director on a recommen-
dation of the student’s faculty advisor.

4.2.6 Optional Research or Project Work in Computer Science

Students who wish to conduct research or participate in ggrin addition to and separately from the
options described in Sectiohs 4]2.2 &nd 4.2.3 should exdist CSE 593: Independent Study. This work
must be done under the supervision of a faculty member in thpliter Science Department, and the
student must register for the section of CSE 593 that cooredpto that facultﬁ The student must prepare

a description of the project or the course to be taken and isitdmefore the add/drop deadline to the project
sponsor. The description will reside in the student’s filaté\that although at most 2 credits of CSE 593
can be used towards the 31 credits required for the M.S. degiedents may register for additional credits
of CSE 593 as appropriate.

M.S. students can register for up to 3 credits of CSE 593 insanyester.

4.2.7 Switching from the M.S. to the Ph.D. Program

An M.S. student who wishes to advance to the Ph.D. progrant appdy formally for admission to the Ph.D.
program like any regular applicant. They should have takézeat 4 qualifier courses before the application,
and should have identified a faculty member who is willingupgort him/her. Once admitted to the Ph.D.
program, courses taken in the M.S. program can be used fstysag requirements for the Ph.D. program.

5 If the primary sponsor of the work is from a different depaetif) the student must select a co-advisor from the Computer
Science Department.
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4.3 Requirements for the Ph.D. Degree
4.3.1 Dissertation Advisor

A student in the Ph.D. program must select a dissertatioisadiy the end of theecondsemester in the
program. The role of thedissertation advisors to guide the student through the Ph.D. studies, help with
selection of a research topic, and teach the art of doingoeident and significant research. Students are
encouraged to contact individual faculty members to dsthsir research interests.

On selection of an advisor, a form must be filled out by bothathgsor and the student, and submitted
to the Graduate Director. Changing an advisor requires afoew. The student is expected to participate in
research activities of the advisor’s group and at the endoifi semester (including summers, if the student
is expected to work during summer semesters) the studemglisated by the advisor. Two unsatisfactory
evaluations in a row or three unsatisfactory evaluatioriet will result in the dismissal from the program.

4.3.2 Ph.D. Qualifier

The purpose of Ph.D. qualifier is to ensure that the studemtabguired an appropriate breadth in major
computer science areas relevant to his/her researchgntditee Ph.D. qualifier is based on taking graduate
courses from the following three areas:

Theory:

CSE 548: Algorithms

CSE 540:
CSE 541
CSE 547:

Software:

CSE 504:
CSE 526:
CSE 532:
CSE 537:

Systems:

CSE 502:
CSE 506:
CSE 534:

Theory of Computation
Logic
Discrete Math

Compilers

Programming Languages
Databases

Artificial Intelligence

Architecture
Operating Systems
Networking

CSE 528: Graphics

Ph.D. students must take at least one course in each of #mdheas, and a total of at least five courses
(it is therefore allowed to take at most three courses in ayal the areas). Minimum passing grade for
a qualifier course is A. A student who fails to secure a passing grade will have te taiother course
not taken before, in the following semester. All qualifieucses must be completed within the first three
semesters. We recommend students take at least two coarsesrpester, because most graduate courses
are offered only once a year. No course substitutions, exge® or pleas for better grades will be accepted.

The makeup of the qualifier course groups and courses hashesflly chosen to balance breadth and
depth.

4.3.3 Ph.D. Proficiency Requirements

To further ensure the breadth preparation, the Ph.D. stsigeust also satisfy the same proficiency require-
ments as the M.S. students. See Sedfion4.2.1. This recgritemexactly the same as the M.S. students,
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including filling out the same forms. However, for Ph.D. ot this requirement must be satisfied before
the student takes the RPE (see Sedtion 4.3.6).

4.3.4 Research Proficiency, Thesis, and Dissertation Exan@tion Committees

The purpose of th&®esearch Proficiency Examination (RPE) Commitsel® ascertain the student’s prepa-
ration to undertake significant and original research itigason through the mechanism of the Research
Proficiency Examination. The purpose of thieesis Committers to evaluate the student’s Thesis Proposal
and ascertain the progress towards the research obje¢sgesThesis Proposal Requirement). The pur-
pose of theDissertation Examination Committéeto evaluate whether the student’s dissertation meets the
standards of the Ph.D. degree (see Seéfion 4.3.11).

RPE Committee. The RPE committee must be formed by the end of the third semesthe Ph.D.
program. It should include the dissertation advisor(s) ahtkast two other faculty members from the
Department. The advisor(s) cannot chair the committee. RIRE committeanust be approvedby the
Graduate School. To get the approval, the student musteé&riduate Secretary and submit the Committee
Approval form at leastive weeks priorto the examinatiof.

Thesis Committee. The Thesis Committee should include a least three membmrstire Computer Sci-
ence Department: The thesis advisor(s), a committee @raop (who cannot be an advisor), and another
member (who is not an advisor). It may optionally include onenore members from outside of the Depart-
ment or University. Typically, members of the RPE commifeeceed to serve on the Thesis Committee.

Dissertation Examination Committee. The composition of this committee is the same as that of the
Thesis Committee, except that the participation of an datsiember is mandatory. Typically members of
the Thesis Committee proceed to serve on the Dissertatiamiation Committee.

Formally, the committee is appointed by the Dean of the Gatel8chool on the recommendation of the
Graduate Program Director. The committee appointment foust be filled out with the Graduate Secretary
at leasffive weeks priorto the defense.

4.3.5 Course Requirements

By the time of graduation, each student is required to actateat least 20 credits of regular lecture courses,
internship, special topics courses or seminars. At moseéitsr of seminars and internship can be included
in the 20 credits required for graduation; generic coursesh as CSE 593, CSE 587, CSE 600, CSE 698,
and CSE 699annotbe included. In addition, the following requirements slildog noted:

e M.S.-specific coursesStudents in the Ph.D. program magt enroll in CSE 523/524 or CSE 599.
These courses are specific to the M.S. program.

e On-going research seminaf he student must register and complete two semesters o6G& their
first year in the Ph.D. program. However, credits earnedighdburse cannot be used towards the 20
credits required for the Ph.D. program.

e Internship, CSE 696 At most two credits of Internship in Research can be coutierds the 20
credits required for the Ph.D. program.

" The Graduate School calls this the “preliminary” examimatiso the committee approval form uses this term.
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e Dissertation Research, CSE 69khe Dissertation Research course can be takgrby Ph.D. students
who have been advanced to candidacy (have G5 status). etiloe advancement, students conduct
research and participate in projects by taking CSE 593:pedédent study. G4 students can register
for up to 9 credits of CSE 593 in any semester. G3 studentsagpsier for only up to 3 credits of CSE
593.

e Teaching requirementUniversity policy requires that all doctoral studentstiggrate in an appropri-
ately structured teaching practicum. This can be CSE 698njuaction with a teaching assistantship
(TA) in the first year.

4.3.6 Research Proficiency Examination (RPE)

The purpose of the Research Proficiency Examination is &r&se the student’s preparation to undertake a
significant original research investigation.

By the end of the third semester since admission into the err[grarﬁ an RPE Committee should be
formed by each student and an agreement reached on a repegjettt. The project should be described
by a one-page abstract which is signed by the student anddahemiitee’'s members and submitted to the
Graduate Program Director. The abstract should descrilesearch area and, as narrowly as possible, a
problem in that area. A list of relevant publications sholkdattached to the abstract. With the approval
of the Committee a student may change the project desarjgbigt a change does not imply any deadline
extension for taking the RPE.

The student will take the RPE within two years after joinihg program as full-time Ph.D. students.The
student must submit a report, written in the form of a confeegpaper, which critically evaluates and inte-
grates the current state of research relevant to the pratidseribed in the abstract and presents the student’s
progress in solving the problem. Reports based on previguallished or submitted papers, or on papers in
progress, are acceptable provided that they satisfy thresdm requirements.

The student will give an oral presentation to the Committiescribing the work, which will be followed
by a session where the committee will ask questions. Thepoeakntation should be about 1 hour long. The
report should be made available to the committee at leastver& before the presentation is given.

Each aspect of the RPE (written report, oral presentatiespanses to questions) will be separately
graded by each member of the Committee using special foraveded for this purpose (see
http://www.cs.sunysb.edu/graduate/policyDocs.htnirhe Committee as a whole can decide three out-
comes:pass, retake, fail A student who receives a gradefail is dismissed from the Ph.D. program. A
student who receives a graderefakemust retake the examination within 30 days. If, on retakingexam-
ination, the student does not pass, the student is dismiss®dhe Ph.D. program. A student who receives
a grade opasshas fulfilled the research proficiency requirement.

4.3.7 Advancement to Candidacy and G5 Status

Having passed both the qualifying examination and the RREsthdent is advanced to candidacy. This
status, called5, is conferred by the Dean of the Graduate School upon recomiatien of the Department.
Note that unlike the change from G3 to G4, the change from G3&ds not automatic — the student must
request to be advanced to candidacy by notifying the Com@@dience Graduate Secretary.

Students must advance to candidacy at least one year befiemredihg their dissertations. In exceptional
circumstances the Graduate Program Director may submiitempetition for a waiver of this requirement
to the Dean of the Graduate School. The graduate schoolresgGi5 students to register for 6 credits of
which at least 3 must be for CSE 699, Dissertation Researbk.r@maining credits can come from either

8 Excluding summers.
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CSE 699 or other graduate Computer Science courses andasem@ourses outside of the major require
the approval of the dissertation advisor and Graduate f@rec

Failure to complete the research proficiency examinatidhiwthe specified time frame and obtaining
the G5 status is considered evidence of unsatisfactoryrg@segln particularstudents whose status remains
at the G4 level beyond 4 semesters since being admittednatih.D. program will lose the tuition waiver
and may be dismissed from the Ph.D. program

4.3.8 Research Assessment Meetings

All Ph.D. students who have not yet met qualifier requiremamnid passed their RPEs, or who do not have an
advisor, will be reviewed each semester, in peridtiisearch Assessment Meetinfisis review is conducted

by the entire faculty, who votes on the future status of edotent. This review is comprehensive, and
includes at least the following items (in no particular ajde

Quialifier courses taken and passed with ér better.

All other courses taken, grades received, and GPAs.
Progress in proficiency requirements.

Performance as Teaching Assistant.

Research productivity: publications, talks, softwarestegs, etc.
Faculty input, especially from advisors.

Student’s own input.

Cumulative history of the student’s progress.

The outcome of the review will be a formal letter given to thedent and placed in the student’s folder.
A student can be placed in one of two categories:

In Good Standing: The student has performed well in the previous semester agccontinue in the Ph.D.
program for one more semester.

Not in Good Standing: The student had not performed sufficiently well in the presisemester. The stu-
dent may be placed under probation for one more semesterjas@yRA/GA/TA funding, may lose
an advisor, or may even be dismissed from the program imriedgiaBeing under probation for two
consecutive semesters will likely lead to dismissal.

In addition to the outcome, the assessment letter may alke apeecific recommendations to the student,
as to what will be expected of the student in the following sster (e.g., pass 2 more qualifier courses, pass
the RPE, etc.).

4.3.9 Thesis Proposal Requirement

After the student has completed all requirements presesdeder, and with the approval of the student’s
dissertation advisor, the student will present a thesipgsal. The purpose of the thesis proposal is to
assess student’s progress towards the Ph.D. thesis. Thesatanust be submitted to the student’s Thesis
Committee within 18 months of the time that the student hasb@e the research proficiency examination.
Failure to fulfill this requirement by that time without a foal extension may be considered evidence of
unsatisfactory progress towards the Ph.D. degree.

The major requirements of the thesis proposal are as follows

1. The student must be thoroughly familiar with the backgrband current status of the intended re-
search area.
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2. The student must have clear and well-defined plans foumgghe research objectives.
3. The student must offer evidence of progress in achieviage objectives.

The student must be prepared to justify the effort to be edgenn the research in terms of the value of the
results expected, and to justify the extent and challendleadfresearch as evidence of research competence
at the Ph.D. level.

The student will present the thesis proposal to the Thesiaritiee in a seminar presentation. The
presentation is not open to the general university commuditis limited to members of the committee,
invited computer science faculty, and invited graduatelestis. Faculty members are free to question the
student on any topics that they feel are in any way relevathitdatudent’s objectives and career preparation.

Most questions, however will be directed towards verifyihg student’s grasp of the intended specialty
in depth. The student will be expected to show complete faritif with the current and past literature of
this area.

The findings of the committee will be communicated to the siiicas soon as possible, and to the
Graduate School within one week of the presentation of tlepgsal. If the committee finds the thesis
proposal unsatisfactory, the student will submit an imptbproposal, if such re-submission is approved by
the Dean of the Graduate School.

4.3.10 Dissertation

An important requirement of the Ph.D. program is the conmuesdf a dissertation which must be an original
scholarly investigation. The dissertation shall représesignificant contribution to the scientific literature,
and its quality shall be compatible with the publicatiomskards of appropriate reputable scholarly journals.

4.3.11 Approval and Defense of Dissertation

The dissertation must be orally defended before a Disgant&xamination Committee, and the candidate
must obtain approval of the dissertation from this comraitfEhe oral defense of the dissertation is open to
all interested faculty members and graduate students. aledfiaft of the dissertation must be submitted to
the committee no later than three weeks prior to the dateeodidffiense.

As mentioned on pade 13, the student must submit a diseertedimmittee appointment form at least
five weeks prior to the defense. In addition, four weeks leethe defense, the student must fill out the
Doctoral Defense Announcement Form founadhép. //www.grad.sunysb.edu/research/forms/formgisht
This form must be sent to the Graduate Program Director bylgtha director then forwards the form to
the Graduate School, which makes a public announcemené @vint.

4.3.12 Satisfactory Progress and Time Limit

A student who does not meet the target dates for the Ph.Diffegyehe Research Proficiency Examination,
and the Thesis Proposal, or who does not make satisfactogygss towards completing thesis research may
lose financial support. The candidate must satisfy all reguénts for the Ph.D. degree within seven years
after completing 24 credit hours of graduate courses in #gaiment of Computer Science at Stony Brook.
In rare instances, the Dean of the Graduate School will &itbea petition to extend this time limit, provided

it bears the endorsement of the Department’s Graduate &roDBirector. A petition for extension must be
submittedbeforethe time limit has been exceeded. The Dean or the Departmantrenuire evidence that
the student is still properly prepared for the completiomvofk.
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4.3.13 Part Time Students

Students admitted into the Ph.D. program for part time studybound by all the rules set out henceforth.
In particular, part time students should adhere to the sdbefdr the Qualifying Examination, Research
Proficiency Examination, and Thesis Proposal, as explaimeé®ectiond 4.3]2, 4.3.6, and 4.8.9, unless a
different schedule has been approved in writing by the GadDirector.

4.3.14 Obtaining an M.S. Degree on the Way to Ph.D.

A Ph.D. student who has completed the proficiency requirésndias passed the Ph.D. Qualifier and RPE,
and has been engaged in at least one year full-time reseayamdb RPE, can apply for the M.S. degree
provided that he/she has completed the 31 credits of reguisurse work for the M.S. degree.

At most 9 credits of seminars (excluding CSE 600), speciaictocourses, or CSE 593 (Independent
study) can be included in the required 31 credits. A studdm has switched from the M.S. program to
the Ph.D. program can in addition use the previously earnedits of CSE 523/524 towards the aforesaid
9 credits. These 9 credits together with the RPE are coresiderbe equivalent to the Thesis Option in the
M.S. program.

The remaining credits required for the M.S. degree must tifigal by taking technical graduate courses
in computer sciencd.€., excluding courses such as CSE 523/524, CSE 587, CSE 5935@HESE 599,
CSE 696, CSE 698, CSE 699, seminars, and special topics).

M.S. degrees on the way to Ph.D. are awarded to Ph.D. stuolegtsod standing and who are mak-
ing satisfactory progress towards their Ph.D. dissenatisearch, and are expected to complete the Ph.D.
program. The student’s dissertation advisor must attetsiigosia a letter.

5 Financial Support

First year Ph.D. students are generally supported on tegelsisistantships; research assistantships are used
to support continuing Ph.D. students. Some M.S. studeptslap supported in this way and a number of
support opportunities in other university academic andiatnative departments generally become avail-
able to Computer Science students each year. Assistandgssigged part-time duties in the undergraduate
instructional program or in faculty-supervised researabjguts, but are still able to carry a full academic
program.For a teaching assistant working 20 hours per week for thentemth academic year, the 2008/9
state rate for stipends will be $12,276 plus tuition renoissind health benefits. In addition, the Department
often adds to the state rate for incoming students in the farensupplement for the first summer. There-
after, Ph.D. students are eligible for additional finansiabport through their research advisor. Research
assistantships are typically valued at $7,500 per semester

Summer stipends are funded almost entirely by researchsgramd the availability of such support and
the amount of the stipend may vary from year to year and deperde student’s research area and advisor.
Most of Summer stipends for Ph.D. students are funded att &70500.

Assistants and fellows also receive tuition awards. Ctlyertademic year tuition is $6,900 for the 12
credits for full-time graduate students who are New Yorketasidents or $10,920 for out-of-state residents.
Out-of-state residents who are able to do so (U.S. citizadgparmanent residentsjust become New York
residents during the first semester of their graduate sudierder to remain eligible for tuition awards. A
full tuition award covers 12 credits per semester until adea status (G4) is assigned after completion of 24
graduate credif® Thereafter the tuition award covers 9 credits per semd3keD. students who reached the
G5 status, must also register for 9 credits to be considedétirhe. A studentmust be registered full time

9 Graduate courses (even in a different discipline) comglateother universities may count, if appropriate docuntenas
submitted to the Graduate School.
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(i.e., for 12 or 9 credits, as appropriate) in order to reediition scholarship. Registering but not attempting
a course (receiving the NR grade) is treated the same waytses ¢burse was never registered for.

A G5 student should normally register for for 9 credits ofsdigation research (CSE 699). If a student
is performing research out-of-state he or she would regfste9 credits of CSE 700, and if the research
is outside of the United States then the student would eagfst 9 credits of CSE 701. G5 students are
permitted to take other courses that are directly relevatitd dissertation they are writing, but only with
previous approval from their Graduate Program Directorthigse cases the courses must all be graduate
level (500 or above) and the total number of credits mustlegjua

In the health insurance scheme, N.Y. State pays 90% of thmipne for single employees or 75% of
family coverage. The state estimates this benefit to be df#atof salary for single employees.

Renewal of financial assistance each academic year depeonshe student making satisfactory progress
towards the degree, and satisfactory fulfillment of theetutind responsibilities of any assistantship. The
University limits renewals of annual teaching assistaptsio three after the first year, for a total of four
years. Beyond the fourth year, support is dependent on figaaic other than university assistantships,
such as research grants or fellowships. All offers and raigeaf financial assistance are subject to Graduate
School approval and the availability of funds.

All assistants who receive a stipend perform assignedglirtiaccordance with the following formulae:

A student on a full assistantship devotes no more than 20sheeek to his/her assigned duties during the
academic year and 40 hours/week during the summer; A statieatractional assistantship must give the
corresponding fraction of full service each week.

A graduate student who is assigned to teaching duties (tepessistant) is responsible to the fac-
ulty member in charge of the course to which he or she has b&esgnad. Duties will be specified by
that faculty member and will usually include some or all of tlollowing: lecturing to students on any
subject pertinent to the course that will amplify the faguttember’s lectures; answering student’s ques-
tions concerning the course work; proctoring examinatigmeparing solutions; grading of examinations;
correction of homework assignments; supervision of lalooyasections; holding regular office hours. A
document that describes the responsibilities of a teachésgstant appears on the Departmental Web site,
http://www.cs.sunysb.edu/

Students with teaching duties may register for CSE 698 (ietam in Teaching) for up to 3 credits. The
credits from CSE 698 do not fulfill department elective reguoients, but do satisfy credit requirements for
full time enrollment.

6 English Proficiency Requirements for Foreign Students

All students who are foreign nationals or have taken thegjihér education in a non-English speaking country
must demonstrate proficiency in English. Admission to thadBate School is contingent upon satisfactory
fulfillment of this requirement. International student®shl request that the TOEFL or TSE scores be sent
to the Foreign Student Office. All students must have a TOH®kesof 550 for admission, and all teaching
or graduate assistants must have a TSE score ofoR4BDEFL score of 600. The award of a Teaching
Assistantship will be contingent on the candidate’s abild speak English proficiently. All non-native
English speakers will be required to pass a test of spoketigingpon arrival at Stony Brook (the SPEAK
test) before being assigned to classroom or other teachitigsd To be eligible for a teaching assistantship,
a student must secure the score of 55 or higher on the spdakStesients who fail to achieve this score
must take remedial courses ESL 591, ESL 596, or ESL 598 demend their SPEAK test score. First year
foreign students are advised to take full advantage of esppprtunity to improve their fluency in English
through frequent conversation with their American coypdets, and by enrolling in appropriate English
language courses at Stony Brook.
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Students on assistantship who cannot fulfill their obliyagiwill fail to have their assistantships renewed;
students who entered without support or with partial suppoinot be considered for full support the second
year if they cannot assume the obligations of a teachingtassi

7 Academic Standing and Probation

Students who do not maintain a cumulative graduate grade peerage of 3.0/4.0 or better may either be
dismissedr placed on graduate probatioly the Department of Computer Scien&tudents on probation
may not be eligible for research, teaching or graduate dasiships.A student on probation must bring his
or her grade point average up to 3.0/4.0 within one semestdr2(credits) after being placed on probation;
otherwise, (s)he will be subject to dismissal by the Deparnthof Computer Science. Satisfactory progress
by a student will be determined by the requirements writtethe Graduate Bulletin and this handbook in
effect at the time the student entered graduate studie®ibépartment, or at the discretion of the student,
from current editions of the Bulletin and Handbook.

8 Ethics

Students are expected to maintain the highest standardsicdldoehavior. A computer science professional
is in a position to develop products upon which the healthgltheand well being of the entire society rests.
Unethical behavior cannot be tolerated in both the worlekatd in graduate school. The Department will
severely punish a student who it determines has cheated ewaanination, turned in project material or
a homework that is essentially the work of another studenimpvaded in any way another student’s files
without permission. Punishments include failure in a ceurgferral of the case to the Dean’s Office or
expulsion from the Department.

9 Incompletes and Petitions for Late Withdrawal from a Course

The Graduate School enforces a demanding and well-definey path respect to petitions for late with-
drawal from a course.

After the 15th day of classes, no course may be added or dilo@fieould it become impossible for a
student to complete a course for a reason such as illnes<ioleat; he or she may petition the Dean of
the college for a waiver of the deadline. Such a petition nbesapproved by both the Chairman and the
Graduate Program Director of the Department.

A petition for a waiver of the deadline can be approweadly if one of the following conditions is met:

e Employment requires that a student be elsewhere at the samdéhiat the class meets. This must be
documented by the employer.

e lliness or injury prevents the student’s attendance at gsc Since illness generally isn’t selective
and normally incapacitates a person equally for all couise®uld be expected that the student would
withdraw forall academic work, unless special circumstances can be dematsuaist

The student must have a statement from the instructor affgrtiat he is in good standing at the time the
petition is presented, and that he has been in regular atteadt classes and is up to date in all assignments.
The Graduate Program Director is bound by pledge not to spral petition that does not satisfy the

spirit of these requirements. Note that the Dean resereesght to review and reject a weak petition.
It is the responsibility of the student to remain alert to &ipproach of the add-drop deadline if in doubt
about his or her ability to complete the requirements for ere®. The student should arrange a meeting
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with the instructor to determine whether requirement ()vabwill be satisfied in case of a late with-
drawal. Such a meeting would be indispensable for thosesetas/here no exams and few homework
assignments will have been given before the add/drop deadiite. Please consult the Graduate School
Bulletin, http://www.grad.sunysb.edu/Bulletin/ Regulations.ddf additional regulations.

Students who receive an “I” grade for a course must compleie dourse’s requirements before the
middle of the following semester or petition for an extensimtil the end of that semester. After that time,
the “I” will become and “I/F” and completion of the course is longer possible.

10 Research Facilities

The Computer Science laboratories and department offiedseadquartered in the Computer Science Build-
ing, which has more than 20,000 square feet of lab spaces Rlanbeing drawn for a new state-of-the-art
Computer Science building extension, projected to be djpaed in 2011. A separate building for the Center
of Excellence in Wireless and Information Technology (CEYWith about 100,000 square feet of labora-
tory space was inaugurated in fall 2008. Many computer seieasearch projects have significant laboratory
space in this building.

The department’s main backbone network runs on Gigabitrétewnith a backbone bandwidth of
2.6GB/sec, and is connected to the Internet via a 100Mbpsonketconnection. Stony Brook has dual
OC12 connections to the Internet and connectivity to Irdeeh We provide secure WiFi (802.11n) wire-
less network access in the department. Public facilitiebide desktop workstations in student offices, a
lab where students may connect their personal laptop toteeniet and two public labs with workstations.
Graduate students have access to a dedicated lounge, study and a game room. PhD student offices
contain a workstation on every desk. Students can accessat@vinters (color and black/white), copier
machines, scanners, and fax machines.

The department includes a computer cluster for CPU-interjsbs, as well as many dedicated servers:
Application server, Web server, Database server, FTP semmeail, virus detection/Antispam, software dis-
tribution, backup and more. The public facilities provid=ess to hundreds of software packages (Unix
and Windows), many of which are commercial. We have thre@magearch centers and a number of well
equipped research labs, described below. Student membtrsse labs have a dedicated workstation on
their desk. The labs cumulatively provide the followingotisands of software packages running on more
than a dozen operating systems, including Linux, Windowag S-X, Solaris, BSD, and more; over 200
Terabytes of disk space; wireless and Gigabit networksdiads of machines from various architectures,
ranging from small wireless handhelds and laptops, deskimgerver-class systems, to a super-computer
class system. Researchers have access to a 36864-prdé&@ddlue Gene/L massively parallel supercom-
puter of the New York Center for Computational Sciences (KP8J. The facilities are almost continuously
updated as new systems come out and research thrusts epezific details concerning facilities are
available athttp://www.cs.stonybrook.edu/facilities/research

10.1 Research Centers

The Center of Excellence in Wireless and Information Technlmgy’s (CEWIT) mission is to keep the
New York area in the forefront in wireless and informationheologies by conducting innovative research
and development and by fostering public-private partripsshregional enterprises, and commercialization.
Since its inception several years back, the center has begaged in several ground breaking projects,
many with partnerships with local industry. The center'véiges currently include, wireless networking,
sensor networks, pervasive and ubiquitous computing, resdeurity, homeland security, graphics and vi-
sualization, simulations, semantic Web, data mining, refoerce, software for healthcare, telemedicine,
biomedical computing, computational neuroscience. Thigar has more than $200 million of funding,
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with $50 million coming from the New York State for capitakfhities, including a building with state-of-
the-art laboratories. While CEWIT is a central research @eklopment enterprise to the university, the
faculty and students in the Computer Science Departmersigmédicantly engaged in the center’s activity.

The Center for Cyber Security’s (CCS) mission is to advance research and education in computer,
network, and information security and assurance. Researttie Center is carried out by over half-a-dozen
faculty and about 40 graduate students. Current reseaeals aiclude: language-based security, detection
and mitigation of software vulnerabilities, trust managein formal methods for security assurance and
vulnerability analysis, intrusion detection, storageusiy, privacy-preserving data warehousing, security
monitoring and regulatory compliance, and authenticatiod access control techniques for multimedia and
next generation web technologies. Research on these prstdenphasize cross-disciplinary approaches
founded on principles from compilers, operating systenetywarks, databases, programming languages,
formal methods, fault-tolerance, algorithms, and cryppyy. CCS is an NSF-designated Center for Indus-
try/University Collaborative Research, and has been anN&ggnated Center of Excellence since 2002.
Notable educational programs at the Center include acadgwetializations in information assurance at the
graduate and undergraduate levels, and an NSF-sponsai@drstip program to support domestic students
in cyber security.

The Center for Visual Computing (CVC) advances visual computing studies and computer human
interaction at Stony Brook University, promotes reseanuth @ducation in Visual Computing, collaborates
with industry, and fosters interdisciplinary interactioWisual computing research activities include: vi-
sualization, computer graphics, image processing, coenpision, medical imaging, virtual reality, user
interfaces, visual perception, visual analytics, geoimetodeling, computer-supported collaborative work,
computer-aided design, multimedia, and computationahgdy. Research at the center is conducted by
about a dozen faculty and over 40 graduate students andlpcst-

The department is also affiliated with two new centeffie New York Center for Computational
Sciences (NYCCSis a joint venture of Stony Brook University (SBU) and Broakien National Laboratory
(BNL). The Center was formed to foster high performance melsparallel computing on the whole range
of science and technology topics. Its hardware consistsxdf8rack IBM Blue Gene/L supercomputer
with a total of 36864 processors and 18.4 TB of memory and & pedormance of 103.22 teraflops. The
machine, named New York Blue, is in fifth place on the June Zl#}¥500 supercomputing rankingshe
Consortium for Digital Arts, Culture, and Technology (cDACT) is a joint venture of the departments of
Computer Science, Art, Music, Comparative Literary andt@al Studies and Performing Art to promote
digital media education, research, and creativity.

10.2 Research Laboratories

The research laboratories are run by individual faculty toers or small groups of faculty members to
support their respective research areas.

Applied Algorithms Lalzonducts both theoretical and experimental researchimgsgraph, combina-
torial, and geometric algorithms. Application areas idelwcomputational biology, finance, text processing,
scheduling, and manufacturing. Recent projects includesfiog processing (www.textmap.com), DNA
sequence assembly, synthetic virus design for vaccindsipnagessor scheduling, and cache-oblivious data
structures.

Applied Logic Labstudies the principles and applications of logic-basechou in databases, verifica-
tion of concurrent systems, data mining, agent-based regstend Web information systems. Members of
the Lab are engaged in three major projects: FLORA-2, a d&tla object-oriented language for program-
ming knowledge intensive applications; The LMC (Logic Reogming-Based Model Checking); and XSB,
a high-performance logic programming and deductive da&kgstem.

Concurrency and Verification Latonducts research in, and creates integrated toolsetbémpecifica-
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tion, simulation, verification, and implementation of canent systems such as communication protocols
and process control systems. Past accomplishments intttedgevelopment of the Concurrency Factory,
Concurrency Workbench; and PIOATool suites; and the mondedind verification of real-life applications
such as the Rether real-time Ethernet protocol and the Jdualmachine meta-locking algorithm.

Design and Analysis Research Lab (DAdRvelops methods and tools for constructing reliable and
efficient computer systems. The lab has projects in modelimdy specification, analysis and verification,
design and optimization, code generation, and testing.sd Ipeojects are for computer security, reactive
systems, embedded systems, database applications, arndf@fetation retrieval.

Experimental Computer Systems Ladrforms research in computer systems areas includingioniet
ing, media processing, distributed systems, operatintesys computer and network architectures, and
database. Among the projects are: Rether, a real-timequiptBthereal, a real-time Ethernet switch; and
the Stony Brook Video Server (SBVS), an Ethernet-basedildised video server that can function over a
LAN.

File-Systems and Storage Lpbrforms research in operating systems including file sysi@nd storage,
security, and networking. An emphasis is placed on balgnsystem security, performance, and usability;
improving portability of operating system code; improvimgpgrammer and system administrator productiv-
ity; and compiler-based techniques to improve the softweagineering of operating systems. Past projects
include FiST, a comprehensive portable stackable file syste cryptographic file system, versioning file
system, a unification file system (Unionfs), a virus-detetfile system, a tracing and replaying file system,
and more. Additional projects include an assortment of GE@ips for static and dynamic analysis.

Geometric and Graphical Modeling Ladhares the computing infrastructure and desktop equipofent
the Center of Visual Computing. Current research topics $paGD, CAD/CAM, geometric algorithms,
graphical and visual modeling, physics-based simulatimhanimation, shape deformation and reconstruc-
tion, finite element simulation and analysis, haptic irgegf, reverse engineering, medical imaging, and other
applications in graphics, vision, and scientific visudliza

Graphics Hardware Lalprovides a workspace and the tools necessary for the asgefmbcessors and
graphics emulators designed by the Center for Visual Coimgud further the Center’s research. Examples
of such emulators are the ones used in the Cube project, B@®vgndering engine, and eye tracking device.

Human-Computer Interaction Lab dedicated to experimental research in human-computenaiction,
including evaluations of the systems coming out of the Ndtuanguage Processing and Applied Logic
Labs.

Image Analysis Laliocuses on 3-D computer vision problems such as shape tegctin, illumina-
tion and reflectance estimation and representation, defdenmodels, 3-D tracking, object recognition, and
image-based modeling. Application areas include humampcer interaction (face recognition and face
and hand tracking) and biomedical applications, such asram kequence analysis. The lab, which shares
the Center of Visual Computing (CVC) infrastructure, hasaiyic (30Hz) 3D face scanner, shares a Cy-
berware 3D scanner, a high speed (1000Hz) camera, a numbigheénd Pentium PCs and state-of the art
conventional and stereo CCD cameras.

Information Systems Latevelops tools and techniques to improve the use and asalydata in clinical
settings. One current project is a system to apply rulesaiatify previously undetected clinical findings and
candidates for clinical trials, prior to patient dischang¢he Emergency Department. Other projects include
the Universal Medical Monitor, a software interface to noatimonitors, and the Anesthesia Record Keeper,
a system to record and analyze clinical data associatedogpéhating room cases.

Massive Data Systems Labnducts research in developing highly-efficient, hightglable, and highly-
available systems for managing and exploring massive ata@fidigital data. The lab’s research focuses on
search systems, data management, distributed systemagestystems, networking, but also spans the areas
of algorithm design, machine learning, data mining, andiigeapplication domains such as multimedia,
bioinformatics, healthcare, and scientific computing.
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Natural Language Processing Laderforms research in natural language processing, imdudipoken
and multimodal dialog systems, natural language generatiorpus linguistics, reference resolution, and
automatic question answering. Systems coming out of thintabde the Stony Brook Rate-a-Course sys-
tem, the Stony Brook RavenCalendar system, and the SBU-Qi&rsy Members of the NLP lab work with
the Applied Logic Lab and the Algorithms Lab.

NET Labconducts research on massively parallel computing nesysitulation of ultra-fast (PetaByte/sec)
computer networks and massively parallel computer dathasges; memory latency reduction in parallel
RSFQ superconducting computers; grid computing; supepiation of Java programs; and extraction of
gene expression cascade trigger events.

Network Security and Applied Cryptography Lab (NSAG)ds systems and develops strongly secure
information assurance mechanisms to make the world a lj@ttee. NSAC is interested in real, practical
problems for which efficient solutions can be provided. dnses of research areas include: Regulatory-
Compliant Systems, Secure Data Outsourcing, Security nelééis and Sensor Networks, Queries/Searches
over Encrypted Data, Secure Networked Storage with Priegurity Policies in Computation/Data Grids,
Digital Rights Management. NSAC is affiliated with the Cerite Cyber Security.

Secure Systems Laboratargnducts research aimed at advancing the security angnesilof practical,
large-scale software systems and networks. Ongoing @s@amlves: source- and binary-code analysis,
instrumentation and transformation techniques for satwallnerability remediation; safe execution of un-
trusted software; proactive and comprehensive malwamndefusing OS-, network- and application-layer
techniques; new models, algorithms and learning techeifueautomated detection, signature generation
and filtering of attacks in high-speed networks; and virtuetworks for safe, large-scale security experi-
ments.

Security, Programming Languages, And Theory (SPLAT)exgibores new security attack and defense
technologies, program analysis and transformation tecies, and other algorithmic and theoretical prob-
lems. Current projects include new technologies for ptatgdlogger privacy, tools for automatically find-
ing bugs in software, a distributed worm defense systemhaoalst for authenticating digital photographs,
and cryptographic attacks on Digital Rights Managemenesys.

Trusted Hardware Lab (THLJonstitutes a central academic expertise and researcHéagswepository
on secure hardware, a nation-wide first of its kind. It wilbport community-wide educational and research
activities, and provide direct hands-on or networked act@semote or visiting research community mem-
bers. The lab is sponsored by NSF, IBM Research, the IBM Ggraphy Software Group and others. THL
is affiliated with the Network Security and Applied Cryptaghy Lab as well as with the Center for Cyber
Security.

Virtual Reality Lals mission is to develop virtual reality systems for variolgsign and testing applica-
tions such as mechanical CAD fly-throughs, architecturdktheoughs, medical diagnosis, and biomolec-
ular drug design. The lab provides access to unique hardsuene as 5-wall immersive room, immersive
workbench, haptic feedback, 3-D audio, head-mounted alispl6-D spaceball, VPL data glove, flying
mouse, Isotracks, and a Wacom digitizing tablet.

Visualization Labdevelops rendering techniques for use in scientific andrmétion visualization ap-
plications. Among the projects are architectures for vaumndering, volume rendering of regular and
irregular grids, GPU-accelerated scientific computing @sdalization, flow and vector field visualization,
visual analytics and data mining, methods for volumetria@equisition, cognitive and perceptional aspects
of visualization, computed tomography and other medicalgimg applications.

Wireless Networking and Simulation (WINGS) lislengaged in research on wireless networks, includ-
ing wireless LANSs, wireless ad hoc, mesh and sensor netwamkisvehicular networks. The laboratory
has a cluster of high-end Linux workstations on a high-spagtconnect for simulation studies. It also
has a large number of various commodity wireless networkisgems including laptops and palmtops with
wireless interfaces, various wireless access points, eéddoeplatforms with wireless interfaces, and also a
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sensor network testbed.

11 Faculty

The following is a brief listing of the faculty in the Comput8cience Department. Details of the research
projects supervised by each faculty member are availabtBeanindividual Web sites, which are reachable
from the general Departmental Web sitéhéip: //www.cs.sunysb.edu/

Leo Bachmair Ph.D., 1987, University of lllinois at Urbana-Champaig§gmdergraduate Director
Computational logic, automated deduction, symbolic colampon.

Tamara L. Berg Ph.D., 2007, University of California, Berkeley;
Digital media, natural language processing, Computeonisi

Hussein G. Badr Ph.D., 1981, Pennsylvania State University
Computer communication networks and protocols, stoah@asticesses and queuing theory, simula-
tion, performance evaluation, modeling and analysis.

Michael Bender Ph.D., 1998, Harvard University
Algorithms, data structures, scheduling, randomizatimynchronous parallel computing.

Tzi-cker Chiueh Ph.D., 1992, University of California at Berkeley
Experimental computer systems, networking, storage systsecurity.

Samir R. Das Ph.D., 1994, Georgia Institute of Technolo@raduate Advisor
Wireless networking, ad hoc, mesh and sensor networks,lencdinputing, simulations.

Jie Gao Ph.D., 2004, Stanford University
Algorithms, sensor and ad hoc networks, computational gsiym

Radu Grosu Ph.D., 1994, Technical University of Munich, Germany
Reactive systems, model checking, design automation fbedded systems, software engineering.

Xianfeng (David) Gu Ph.D., 2003, Harvard University
Computer Graphics, computational conformal geometrynloaic shape analysis, geometry image.

Himanshu Gupta Ph.D., 1999, Stanford University
Databases, data warehousing, sensor and wireless natgorki

Robert Johnson , Ph.D., 2005, University of California, Berkeley
Computer security, cryptography, digital rights manageime

Arie Kaufman Ph.D., 1977, Ben-Gurion University, Isra8lgpartment Chairman
Computer graphics, visualization, interactive systernrsjal reality, multimedia.

Michael Kifer Ph.D., 1985, Hebrew University of Jerusalem, Israel
Database systems; semantic Web; knowledge representagonprogramming.

Ker-l Ko Ph.D., 1979, Ohio State University
Computational complexity, theory of computation, compotzl learning theory.

Bradley C. Kuszmaul Ph.D., 1994, Massachusetts Institute of Technology
High-performance computing, parallel computer architesct
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Y. Annie Liu Ph.D., 1996, Cornell University
Programming languages and compilers, program optimizaditd analysis, programming environ-
ments, reactive systems.

Klaus Mueller Ph.D., 1998, Ohio State University
Computer graphics, visualization, virtual environmemgdical imaging.

Hong Qin Ph.D., 1995, University of Toronto, Canada
Computer graphics, geometric modelling, CAD, virtual itgaknimation.

C. R. Ramakrishnan Ph.D., 1995, Stony Brook University
Analysis & verification of software, programming languagglementation, logic programming, de-
ductive databases.

I. V. Ramakrishnan Ph.D., 1983, University of Texas at Austi@raduate Director
Declarative programming, verification of software.

Dimitris Samaras Ph.D., 2001, University of Pennsylvania
Computer vision, computer graphics, medical imaging, atiom and simulation, image-based ren-
dering, physics-based modeling.

Radu Sion Ph.D., 2004, Purdue University
Information assurance, applied cryptography, data sgcoegulatory-compliant systems, secure data
outsourcing.

R.C. Sekar Ph.D., 1991, Stony Brook University
Computer security, distributed systems, programminguaggs/software engineering.

Steven SkienaPh.D., 1988, University of lllinois at Urbana-Champaign
Computational biology, algorithms, discrete mathematics

Scott A. Smolka Ph.D., 1984, Brown University
Computer-aided verification of safety-critical systemsdel checking, process algebra, visual design
languages.

Eugene Stark Ph.D., 1984, Massachusetts Institute of Technology
Programming language semantics, theory of concurrenapdiomethods, operating systems.

Amanda Stent Ph.D., 2001, University of Rochester
Natural language processing, human-computer interface.

Scott Stoller Ph.D., 1997, Cornell University
Distributed systems, software testing and verificationgpam analysis and optimization.

David S. Warren Ph.D., 1979, University of Michigan
Logic programming, database systems, artificial intefige natural language and logic.

M. Alex O. Vasilescu Ph.D., 2008, University of Toronto, Canada
Computer vision, computer graphics.

Anita Wasilewska Ph.D., 1975, Warsaw University, Poland
Logic, knowledge representation, artificial intelligence
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Larry D. Wittie Ph.D., 1973, University of Wisconsin
Distributed shared memory architectures, distributed-aip® systems, massively parallel scientific
algorithms, computer networks and interconnection tagiely computer architecture, neural net-
works.

Jennifer L. Wong Ph.D., 2006, University of California, Los Angeles
Distributed embedded systems, sensor networks, cadtstaltimodeling.

Erez Zadok Ph.D., 2000, Columbia University
Operating systems, file systems, storage, networkingrisgcu

Affiliated Faculty

Esther Arkin Department of Applied Mathematics and Statistics, Ph.B861 Stanford University
Combinatorial optimization, network flows, computatiogabmetry.

Susan Brennan Department of Psychology, Ph.D., 1990, Stanford Universit
Cognitive psychology, linguistics, human-computer iatsion.

David Ferguson Department of Technology and Society, Ph.D., 1980, Unityeo$ California at Berkeley
Quantitative reasoning, problem solving, educationdinetogies, and decision making.

Xiangmin Jiao Department of Applied Mathematics and Statistics, Ph.Diyérsity of lllinois at Urbana-
Champaign
High-performance geometric and numerical computing; Efficand robust algorithms.

Jerome Liang Department of Radiology, Ph.D., 1987, The City UniversitiNew York
Medical imaging, image processing.

Joseph Mitchell Department of Applied Mathematics and Statistics, Ph.B861 Stanford University
Operations research, computational geometry, combiaatmtimization.

Lori Scarlatos Department of Technology and Society, Ph.D. 1993, StonpBLéniversity
Educational technologies, computer graphics.

Xin Wang Department of Electrical and Computer Engineering, Ph(D12 Columbia University
Mobile and ubiquitous computing, wireless networking aygtems, overlay and peer-to-peer systems,
performance evaluations, network security.

Yuanyuan Yang Department of Electrical and Computer Engineering, PH.892, Johns Hopkins Univer-
Sity
Parallel and distributed computing systems, high speedanks, optical networks, high performance
computer architecture, wireless networks.

Gregory J. Zelinsky Department of Psychology, Ph.D. 1994, Brown University
Visual cognition, study of eye movements.

Wei Zhu Department of Applied Mathematics and Statistics, Ph.B961 University of California, Los
Angeles
Brain image analysis, climate modeling, experimentalgtesyenetics and proteomics.
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Emeritus Faculty

Arthur J. Bernstein Ph.D., 1962, Columbia University
Transaction processing and Workflow management systemsedDuess of concurrent systems.

Herbert Gelernter Ph.D., University of Rochester
Artificial intelligence; knowledge-based, heuristic plerb-solving systems; scientific applications.

Jack Heller Ph.D., Polytechnic Institute of Brooklyn
Database systems; office automation; visualization.

Philip M. Lewis Ph.D., 1956, Massachusetts Institute of Technology
Transaction processing, Workflow management, Concurgsteiss.

Theo Pavlidis Ph.D., 1964, University of California at Berkeley
Image analysis, Document processing including OCR, Coenmraphics.

David R. Smith Ph.D., 1961, University of Wisconsin
Hardware description languages and synthesis, VLSI dés@s, Experimental chip architectures.

Research Faculty

George W. Hart Ph.D., 1987, MIT
Geometric sculpture, Computational geometry

Rong Zhao Ph.D., 2001, Wayne State Universitgpordinator for CSE 523/4, SPIR program coordinator
Content-based and semantic-based multimedia informegioieval; Web retrieval and mining; digital
library; computer vision; medical imaging.

Lecturers

Ahmad Esmaili M.S., 1981, Stony Brook University
Algorithms, Information systems.

Robert Kelly Ph.D., 1991, New York UniversityAssociate Chair
Information systems, Software engineering, Electronimic@rce, Parallel programming.

Richard McKenna M.S., 2002, Stony Brook University
User interfaces, Visual languages.

Mark Tarver Ph.D., 1985, University of Warwick
Automated reasoning.

Shaunak Pawagi Ph.D., 1986, University of Maryland at College Park
Analysis of algorithms, Parallel computing.

Tony Scarlatos M.A., 1995, Adelphi University
Multimedia, computer-based training, multimodel inteds.

Michael S. Tashbook M.C.S., 2003, University of Virginia
Databases, bioinformatics, computer science educatiomal methods, security, computational lin-
guistics, theory of computation.
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12 Computer Science Graduate Courses

12.1 Required Courses for the M.S. Non-Thesis Option

CSE 523 Intro. to Software Engineering & Project Plan (3 repetitive credits; Fall, Spring, and Summer)
A project in programming or digital system design that witend over two consecutive semesters.
The student starts the project in one semester by regigtiairCSE 523 and completes the project in
a following semester by registering for CSE 524. Before tbadline date designated by the course
instructor, the student will prepare a one to two page deison of the work that is expected to be com-
pleted during the two-semester sequence. This descrjpgerewed and approved by the student’s
advisor, will reside in the student’s file. Performance imgdeting the course requirements will be
evaluated with reference to the implied promise containgthendments to the project description
must be approved by the advisor. This course is graded gelyaitam CSE 524.

CSE 524 Project Completion (3 credits; Fall, Spring, and Summer)
Implementation and completion of the project undertake$f 523. Results are to reflect all aspects
of large-scale problem-solving, including cost analydissign, testing, and documentation. A final
report documenting requirements, design, implementati@htesting is required. When appropriate,
a user’s manual may be written. Prerequisite: CSE 523.

12.2 Regular Graduate Courses

CSE 502/ESE 545 Computer Architecture (3 credits; Fall)

Instruction pipelines and memory caches to improve compugeformance. Instruction-level par-
allelism. Machines: superscalar versus VLIW. Cache andimmamory hierarchy design tradeoffs.
Compiler optimizations to speed pipelines. Low-power catapsystem design: Processor, OS, and
compiler support. Graphics, DSP and media processor deBigk 1/0 system design. Interconnec-
tions and networking. Introduction to parallel architeetuAdvanced topics: Asynchronous micropro-
cessors, FPGA-based reconfigurable computing, system bipaamnbedded processors, intelligent
RAM and super-conducting computers. Prerequisite: CSE 320

ISE 503 Data Management(3 credits)
This course provides an understanding of the issues in nranagtabase systems as an essential
organizational resource. Students learn the enterpriseadehitecture components, data storage con-
figurations, and information retrieval methods. It expafrds the relational model to the multidi-
mensional model, object-relational techniques, and webssed data. The course includes concepts,
principles, issues, and techniques for managing corpdedteresources. Techniques for managing the
design and development of large database systems incliadjiwal data models, concurrent process-
ing, data distribution, data administration, data cleagsand data mining. Students will use current
methods and tools for database design and development.

CSE 504 Compiler Design (3 credits; Spring)
Advanced topics in compilation, including memory managetndataflow analysis, code optimiza-
tion, just-in-time compilation, and selected topics froompilation of object-oriented and declarative
languages. Prerequisites: CSE 304 and CSE 307.

CSE 505 Computing with Logic (3 credits)
The course explores logic-based computing and logic progniag. It includes an introduction to pro-
gramming in logic, covering basic techniques for solvingljdems in a logic programming system.
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Particular attention will be paid to user interface issued how a logic system can provide a use-
ful computing environment. The course covers implementiaitsues, emphasizing how a logic pro-
gramming system generalizes both traditional programnginguage systems and traditional database
systems. Prerequisites: CSE 214.

CSE 506 Operating Systemg3 credits; Spring)

This course is an in-depth study of important concepts acithigques found in modern computer op-
erating systems. An undergraduate course in operatingragsis a prerequisite. The course focuses
on in-depth study of such important issues as virtual mepibegystems, networking, and multipro-
cessor support, with an eye to recent directions in thesesarkextbook readings are supplemented,
where appropriate, by papers from the research literamaémportant part of the course is the case
study of an actual operating system. Students study thesaade for this operating system, and do
programming exercises and projects that involve modifithigy operating system and measuring its
performance. Prerequisites: CSE 306

ISE 506 Quantitative Computer Architecture (3 credits)
Explores the physical structure of a computer; machinessgmtation of information; architecture and
organization of various mainframe, mini-, and microconapsit primary and secondary storage; and
input and output communication. Architectural choicesammpared and used to determine resulting
function and performance. Architectural trade-offs asmadientified.

CSE 507 Introduction to Computational Linguistics (3 credits)
Overview of computational approaches to language use. tOpies include mathematical and logical
foundations, syntax, semantics, and pragmatics. Spegigist may include speech processing, dialog
system, machine translation, information extraction, erfdrmation retrieval. Statistical and tradi-
tional approaches are included. Students will developlfarity with the literature and tools of the
field. Prerequisites: CSE 537; CSE 541 recommended

CSE 508 Network Security (3 credits)
Principles and practice of Computer Network Security. @Ggpaphy, authentication protocols, public
key infrastructures, IP/www/E-commerce security, firdgy@/PN, and intrusion detection. Prerequi-
sites: CSE 310 or CSE 346

CSE 509 System Security(3 credits)
Principles and practice of building and administering se@ystems. Authentication and access con-
trol. Operating system security. Program security. Key aga@ment. Information flow. Assurance.
Vulnerability analysis and instrusion detection. Preisites: CSE 306 or CSE 376

CSE 510 Hybrid Systems(3 credits; Spring)
Hybrid Systems combine discrete state-machines and cmntindifferential equations and have been
used as models of a large number of applications in areasasudal-time software, embedded sys-
tems, robotics, mechatronics, aeronautics, processatarid biological systems. The course will
cover the state-of-the-art of modeling, design and aralyshybrid systems. Prerequisite: limited to
CSE graduate students; others, permission of instructor

CSE 515 Introduction to Transaction Processing System¢3 credits; Fall)
Discusses transaction processing systems. Topics cowellede: models of transactions, including
nested transactions and workflows; architectures of trioseprocessing systems, including client-
server, two-tiered and three-tiered architectures; caoanay controls for conventional and relational
databases including two-phase locking and the SQL isolddels; logging and recovery; distributed
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transactions including the two-phase commit protocollicafion; Internet commerce, including en-
cryption, the SSL and SET protocols, goods atomicity andtedaic cash. Prerequisites: CSE 305

ISE 516 Systems Engineering Principleq3 credits)

An introduction to the full range of system engineering @pis, tools, and techniques. These ele-
ments are applied to both large-and small-scale projedts. cburse provides a review of the stages
of an integrated, top-down, life-cycle approach to desiggireeering - from analysis of customer

requirements to maintenance and support, from definiti@ystem operational concepts through ma-
terial disposal and recycling. It also includes a review afiaus disciplines applicable to the deisgn
process, including reliability and maintainability eng@ring, human factors, safety, logictics engi-
neering, quality engineering, and value/cost engineerime course also includes a treatment of
curcial management issues, such as the planning and devetdf System Engineering Manage-

ment Plans (SEMPs), work breakdown structures (WBSs) jrogtctions, and supplier selection and
management.

This course cannot be used to satisfy the M.S. or Ph.D. reapaints in Computer Science.

ISE 517 Human Factors in System Engineering(3 credits) The course focuses on technigues to integrate
human factors into the design of systems so that the systatchrhuman abilities and limitations. It
addresses techniques to translate system requirememtgraject specific design requirements. The
course also describes the effect of human factors on eagh sfgroject development.

This course cannot be used to satisfy the M.S. or Ph.D. rempgints in Computer Science.

CSE 526 Principles of Programming Languaged3 credits; Spring)
Programming language concepts and design, with emphasibsiraction mechanisms. Topics in-
clude: language paradigms (procedural, object-orientigaigtional and logic), language concepts
(values, bindings, types, modules), and foundations (Gandalculus, denotational semantics). Exam-
ples will be drawn from several representative languaged) as C, Java, Standard ML, and Prolog.
Prerequisite: CSE 307.

CSE 527 Introduction to Computer Vision (3 credits)
Introduction to basic concepts in computer vision. Low léseage analysis, image formation, edge
detection, segmentation. Image transformations for insggthesis methods for 3D scene reconstruc-
tion, motion analysis, object recognition. Prerequisit€SE 214, linear algebra, calculus, C/C++
proficiencies

CSE 528 Computer Graphics (3 credits; Fall)
This course emphasizes a hands-on approach to the use ofisngpaphics. The topics covered
include: Models, picture description, and interactionpeadwing, clipping, panning and zooming; ge-
ometrical transformations in 2D and 3D; algorithms for eastisplays (scan-line conversion, polygon
fill, polygon clipping, etc.); hidden line and hidden sugaemoval, shading models; user interaction.
The students will implement a substantial graphics apitingorogram. Prerequisite: CSE 328.

CSE 529/AMS 553 Simulation and Modeling(3 credits; Fall)
A comprehensive course in formulation, implementatiomnl, @pplication of simulation models. Topics
include data structures, simulation languages, stalsticalysis, pseudo-random number generation
and design of simulation experiments. Students will apphugation modeling methods to problems
of their own design. Prerequisites: CSE 214 & (AMS 310 or AMS)%

CSE 530 Geometric Foundations for Graphics & Visualization (3 credits; Spring)
This course will focus on mathematical tools, geometric ating techniques, and fundamental al-
gorithms that are relevant to graphics, visualization, aetier visual computing areas. The goal is to
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provide graduate students a comprehensive knowledge onejgo concepts and demonstrate the sig-
nificance of these mathematical tools and geometric algustin graphics and relevant areas. Course
topics include geometric algorithms for both polygonal andved objects, theory of parametric and
implicit representations, modeling methods of curvesfasas, and solids; in-depth spline theory,
rudiments of wavelet theory and multi-resolution shapeasgntations, differential geometry funda-
mentals, and other sophisticated topics and latest adsandée field. Prerequisites: CSE 328 and
CSE 332.

CSE 532 Theory of Database System§3 credits; Fall and Spring)
The course will cover advanced topics in modern databasersgsincluding object-oriented databases,
rule-based databases, temporal and active databasebelpand distributed databases, distributed
object model, data mining, on-line analytical processidgta warehousing, multimedia databases.
Prerequisite: CSE 305

CSE 533 Network Programming (3 credits; Fall and Spring)
Socket and client-server programming, remote procedulg data compression standards and tech-
nigues, real-time protocols (e.g, audio chat, etc.) sgcarid cryptography (specifically, application
layer security issues such as authentication), web-tefat@gramming (CGlI, Java/Java Script, HTTP,
etc.,) network management (SNMP, dynamic, CORBA-basedcagement). Prerequisite: CSE 306
and CSE 310

CSE 534 Fundamentals of Computer Networks(3 credits)

Data Transmission: Introduction to Fourier analysis; Rai@ing & signals, noise, Nyquist’'s Theorem,
Shannon’s Theorem, bandwidth/baud rate/bit rate; Datdiple®ing techniques (ASK, FSK, PSK);

Modems, and modem standards & techniques (e.g: Trellisxgo@itc), Data Link Layer: Protocols;

Error detection & Correction; Flow control; etc, Networkyea: Protocols; Routing algorithms; Flow
& congestion control; Error detection & correction; etcamsport Layer: Protocols; Error detection
& correction; Congestion control; etc., Quality-of-Sewiissues at the Network & Transport layer,
Local Area Networks (including MAC; High-Speed LANS; Wiesls LANS; Bridges; etc), High-Speed
Networks (BISDN; ATM standard; etc)

CSE 535 Asynchronous Systemg$3 credits)
Discusses asynchronous systems, their description usimgurent and distributed programming lan-
guages and their verification. Topics include concurreag@mming using shared memory and mes-
sage passing, formal semantics of communication, reilialaihd concurrent algorithms. Prerequisite:
CSE 306.

CSE 536 Introduction to User Interface Development(3 credits)
Survey of user-interface systems: includes command layggwaindowing, multiple input/output de-
vices, architecture of user interface management systewikits for designing user-interface, human
factors, standards, visual languages. The course alsadeldiscussion of emerging technologies,
such as systems for cooperative work, physically distetutiser-interfaces, parallelism and user-
interfaces, and virtual reality. A substantial projectuieimg the design, implementation, and evalua-
tion of a user-interface will be required.

CSE 537 Artificial Intelligence (3 credits; Fall)
A comprehensive introduction to the problems of artificiatklligence and techniques for attacking
them. Topics include: problem representation, probleiwisgp methods, search, pattern recognition,
natural language processing, learning, expert systemgrdgramming languages and techniques.
Covers both theoretical methods and practical implemiemist Prerequisites: MAT 371 or CSE 541
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CSE 540 Theory of Computation (3 credits; Fall)
Models of computation: finite-state machines, stack mashifuring machines, Church’s thesis;
Computability theory: halting problem and unsolvabilitytroductory recursion theory; Complexity
theory: complexity measures, time and space hierarchycdifplete problems. Prerequisites: CSE
303.

CSE 541 Logic in Computer Science(3 credits; Spring)
A survey of the logical foundations of mathematics and thetienships to computer science. Devel-
opment of propositional calculus and quantification thetrg notions of a proof and of a model; the
completeness theorem. Prerequisite: MAT 313 and CSE 213

CSE 542 Speech Processing3 credits; Spring)
Introduction to the collection and anaylsis of speech datapeech processing Includes a brief intro-
duction to corpus linguistics. Students will learn the ruaqd types of spoken language collections,
and will learn how to analyze speech data using the Praatltttobduction to speech recognition. Stu-
dents will learn basic technologies for speech recognitiming the Hidden Markov Model Toolkit
(HTK). Introduction to concatenative text-to-speech kesits Students will learn the basics of text-
to-speech synthesis (TTS), as well as current technoldgresoncatenative TTS. The TTS system
Festival (or its Java version, FreeTTS) will be used. Iraggn of speech recognition and TTS into
other technologies (by means of, e.g., VoiceXML and/or fieesh SDKs under development by Mi-
crosoft, Sun (Java), and IBM) will also be discussed.
Prerequisites: Knowledge of C/C++, Java, and/or Perl piexdle Knowledge of phonetics a plus.

CSE/AMS 547 Discrete Mathematics(3 credits; Spring)
This course introduces such mathematical tools as summsatimmber theory, binomial coefficients,
generating functions, recurrence relations, discretbaiitity, asymptotics, combinatorics and graph
theory. Alternative: AMS 506. Prerequisite: AMS 301

CSE 548/AMS 542 Analysis of Algorithms (3 credits; Fall)
Techniques for designing efficient algorithms, includidice of data structures, recursion, branch
and bound, divide and conquer, and dynamic programming. gladty analysis of searching, sort-
ing, matrix multiplication, and graph algorithms. Stardi&P-complete problems and polynomial
transformation techniques. Prerequisite: CSE 373

CSE 549 Computational Biology (3 credits; Fall)
This course focuses on current problems in computatiormdbdpy and bioinformatics. Our emphasis
will be algorithmic, on discovering appropriate combirré&balgorithm problems and the techniques
to solve them. Primary topics will include DNA sequence addg, DNA/protein sequence assem-
bly, DNA/protein sequence comparison, hybridization yaaalysis, RNA and protein folding, and
phylogenic trees.

CSE 555/AMS 545 Computational Geometry(3 credits; Fall)
We study the fundamental algorithmic problems associatiéldl gegometric computations, including
convex hulls, Voronoi diagrams, triangulation, intergatt range queries, visibility, arrangements,
and motion planning for robotics. Algorithmic methods ¢ plane sweep, incremental insertion,
randomization, divide-and-conquer, etc. Prerequisit®EB73 or CSE 548.

CSE 564 Visualization (3 credits; Spring)
The course emphasizes a hands-on approach to scientifadizégion. Topics include: traditional vi-
sualization, the visualization process, visual percepto@sic graphics and imaging concepts, volume
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and surface visualization, volume graphics, visualizattbsampled and computed data, case studies,
and visualization systems. This course presents introdpeis well as more advanced topics on visu-
alization, and students will have the opportunity to furtbeplore a topic of their choice by ways of a
final programming project.

CSE 581 Advanced Topics in Computer Sciencé3 repeatable credits)
Same as CSE 590

CSE 582 Advanced Topics in Computer Sciencé3 repeatable credits)
Same as CSE 590

CSE 587 Proficiency Requirement in Computer Sciencg?2 credits; Spring and Fall)
Students can get credit for an undergraduate course bytaegis for CSE 587. The syllabus of the
undergraduate course must specify additional work thatugie students must do in order to pass the
course. Graduate students taking an undergraduate cawdsethe CSE 587 number must be graded
separately from the undergraduate students. ConsultoB&Ef2 for additional restrictions regarding
the use of this option.

CSE 590, 591, 592, 594, 595 Advanced Topics in Computer Saen(3 repeatable credits)
An advanced lecture course on a new topic in computer sciefkis course is primarily designed
for M.S. students, but can be taken by Ph.D. students as #elhester supplements to this Bulletin
contain specific description when course is offered. Maydpeated for credit as the topic changes,
but cannot be used more than twice to satisfy the CSE majaireggents for the M.S.

The limit of at most two courses applies cumulatively to alVanced topics courses: CSE 590-595
and CSE 690-692.

CSE 593 Independent Study in Computer Scienc€1-9 repetitive credits — G4 students, 1-3 credits all
others; Fall, Spring, and Summer)
Students can register for this course in order to condueiarel or participate in a project under the
supervision of a Computer Science faculty member. The studheist prepare a description of the
project to be taken and submit it before the add/drop deaditirihe project sponsor. The description
will reside in the student’s file. Both M.S. and Ph.D. studesan take this course. This course cannot
be taken as part of M.S. Thesis research — use CSE 599 in that Ph.D. students may take CSE
593 for any kind of research or project work prior to advaneatio candidacy (G5 status). After the
advancement, CSE 699 should be used to conduct DisserReieearch. G4 students can register for
up to 9 credits of CSE 593 in any semester. G1-G3 studentsegistar for up to 3 credits of CSE
593 in any semester.

CSE 596 M.S. Internship in Research(1-3 credits; Fall, Spring and Summer)
Participation in private corporations, public agencieshan-profit institutions. Students will be re-
quired to have a faculty coordinator as well as a contacterothtside organization, to participate with
them in regular consultations on the project, and to subrfiitad report to both. On completion of
internship, the outside contact should provide the faatgiyrdinator with a letter evaluating student’s
performance during the internship period. At most 2 crechis be accepted towards the M.S. degree.
Note that Curricular Practical Training can be taken in aonfion with CSE 596 at most once.

CSE 599 M.S. Thesis Researclil-3 credits; Variable and repetitive credit)
This course can be usenhly for M.S. Thesis research; non-thesis research should be wwter the
designation of CSE 593: Independent Study. M.S. studentswith to enroll in CSE 599 for any
number of credits must prepare a 1-2 page description of thk @ be completed. The description
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must be approved by the research advisor, signed by botkergtadd advisor, and reside in the stu-
dent’s file. Amendments to the proposal must be approveddwgdivisor. Up to 9 credits of CSE 599
can be counted towards the 31 credits that are required &olugtion.

CSE 600 Topics in Modern Computer Science(1 credit, Fall and Spring — credit cannot be used towards
graduation requirements)
A survey of current computer science research areas argbis$his seminar is comprised of lectures
by faculty members and visitors, selected readings anodattory research problems. Possible topics
include algorithms, systems, robotics, artificial intince, databases, graphics, networks, and more.
Cannot be taken to satisfy M.S. graduation requirements.

12.3 Advanced Courses

The following are courses normally considered appropriatethe Ph.D. program although they can be
elected by M.S. students with permission of the advisor. e offered only every second year.

CSE 601 Advanced Image Processing3 credits)
Modern approaches to image processing, statistical ina@geation and image models, image restora-
tion, reconstruction and segmentation, applications tdica¢imaging.

CSE 602 Advanced Computer Architecture (3 credits)

The focus will be on the architectural rather than micrdadectural issues, and a systems approach
to computer architecture taking into account the inteoaictietween the architecture and the compiler,
operating system, database and networking. The coursetaitl with superscalar/VLIW processor
architecture, and proceed to memory hierarchy, storagersgs network hardware, graphics pro-
cessor, and database machines. The emphasis will be harelslation of architectural ideas, the
exploration of software/hardware design tradeoffs, arditticulation of experimental procedures and
performance analysis. A publication-quality class proyedl be required. Prerequisite: CSE 502.

CSE 605 Performance Evaluation of Computer Systemg3 credits)
The purpose of this course is to provide background anditiiin understanding and evaluating per-
formance of computer systems, including centralizedritligied, parallel, client/server based systems,
and computer communication networks. The goal is to devalpgrspective on how the performance
of computer systems or networks should be evaluated in tod#gcide on various design alternatives.
The course will include various analytical techniques,nifyabased on Markov models and queueing
theory, and simulation modeling.

CSE 608 Advanced Computer Security(3 credits)
Advanced course on principles and practice of engineegnogrg information systems. Topics covered
include threats and vulnerabilities, counter measurgml lend policy issues, risk management and
assurance. In-depth coverage of various research proplamch vary from one offering of the course
to another.

CSE 610 Parallel Computer Architectures (3 credits)
Parallel computer systems; important parallel appliceigarallel computation models; interconnec-
tion networks; SIMD and MIMD architectures; hybrid arcloiieres; memory management; cache
coherence; distributed shared memory; synchronizatiotiods; operating systems; compilers; pro-
gramming tools. Prerequisite: CSE 502.

CSE 611 Transactions Processing3 credits)
An advanced course in transaction processing systemsicgvée latest developments in the area.
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Topics include stable storage, distributed databasemgsteommitment protocols, failures, replica-
tion, and advanced models of transactions. Prerequis§& &15.

CSE 612 Advanced Visualization(3 credits)

Discusses advanced concepts in the area of volumetric dadieling and visualization. Topics in-
cluded are: Visual exploration of multi-variate and mulimensional datasets on regular and irregular
grids, modeling of natural phenomena and simulation ofséalllumination, volumes as magic clay
for sculpting and deformation effects, non-photorealiséindering for illustration and artistic works,
information-centric exploration of large datasets, angl@tation of hardware for acceleration. The
course strives to provide a snapshot on the current stateecdirt and will be supported mostly by
recent research papers. Students will expand on a topiceofthoice by completing an individual
project. Prerequisite: CSE 564.

CSE 613 Parallel Programming (3 credits)
Algorithms and techniques for programming highly paratlemputers. Trends in parallel and dis-
tributed computing; shared address space and messagegrassiitectures; design issues for paral-
lel algorithms; converting sequential algorithms into ieglent parallel algorithms; synchronization
and data sharing; improving performance of parallel atgors; interconnection network topologies,
routing, and flow control; latency limits on speedup of aitjons by parallel implementations. Pre-
requisite: CSE 502 and (consent of instructor or CSE 610).

CSE 614 Advanced Programming Languageg3 credits)
Selected topics on advanced programming languages tegynolProgram analysis and transfor-
mation, program optimization, and program manipulatiosteays. Very high-level and declarative
languages such as sets and relations based languages awtivdednd object-oriented languages.
Prerequisite: CSE 526.

CSE 615 Advanced Computer Vision(3 credits)
Survey of methods used for the analysis of images by compntiuding computer vision and pattern
recognition. Topics to be covered are image formation, ensggmentation and edge detection, bi-
nary images and shape analysis, shape from shading, magidrafid optical flow, surface inference,
classification techniques. Prerequisite: B.S. degree mpiier Science, Engineering, Mathematical
or Physical Sciences.

CSE 616 Digital Multimedia Systems (3 credits)
In-depth survey of multimedia computing, including mediaersion, data compression, multimedia
data representation and modeling, authoring techniqueb @nd video editing, 2D and 3D anima-
tion, media synchronization, distributed multimedia, addanced application development. Prereg-
uisite: CSE 333 or CSE 536

CSE 618 Advanced Computer Graphics(3 credits)
Advanced topics in rendering and modeling realistic 3D iergigincluding texture mapping and syn-
thesis, radiosity, amorphous phenomena, artificial lifel animation. Further contents include intro-
ductions to free-form curves and surfaces, volume rengeand image-based rendering.

CSE 620 Virtual Reality (3 credits)
Practical issues in the design and implementation of Mirm&ironments. Topics include: system
requirements, transformations, user-interaction modeisnan vision models, input/output devices
and techniques, tracking systems, augmented reality, istuciivreality applications. The course will
involve a substantial programming project to implementramersive virtual reality system. Prereg-
uisite: CSE 328 or 528 or 332 or 564
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CSE 621 Physics-Based Modeling for Visual Computing3 credits)

A unified approach to various fields such as graphics, vizatidin, computer-aided geometric de-
sign, biomedical imaging, vision, and virtual environmeiithe course will explore select research
topics centered on physics-based modeling methodologyaasaiciated computational methods for
theoretical and practical problems in widespread areassofl/computing. The emphasis will be
on: geometric and solid modeling, geometric design teclasgwavelets and multi-resolution anal-
ysis, deformable models based on mathematical physicsitieaual analysis, optimization methods,
numerical simulation with finite-difference and finite-glent algorithms, differential equations for
initial-value and boundary-value problems, force-driveteraction with constraints, dynamic sculpt-
ing system, and a large variety of applications for visuahpating. Prerequisites: CSE 528.

CSE 622 Advanced Database System(@ credits)
The course will cover selected topics on the cutting edgeatdilthse technology, such as deduc-
tive database query languages and systems, object-aridata models, persistent programming lan-
guages, heterogeneous databases, and advanced transamtiels.
Prerequisite: CSE 532.

CSE 624 Advanced Operating Systemg3 credits)
This is a survey of modern operating system technigues cidlyethose needed for distributed op-
erating systems. Topics include: network topologies,rprtcess communication, failure detection
and system recovery, local kernel functions, global netvearvices, location transparency, large net-
work constraints, distributed control algorithms (syratization, configuration, deadlock detection,
and searches), and existing distributed operating systems
Prerequisite: CSE 506.

CSE 625 Advanced Asynchronous Systemg& credits)
Formal specification and verification of asynchronous systeTopics include concurrent program-
ming, process algebras, logics for describing the prageedf concurrent systems, and formal seman-
tics of communication. Prerequisite: CSE 535 or permissianstructor.

CSE 626 Switching and Routing in Parallel and Distributed Sgtems (3 credits)
This course covers various switching and routing issuesuiallel and distributed systems. Topics in-
clude message switching techniques, design of interctionecetworks, permutation, multicast and
all-to-all routing in various networks, nonblocking ancm@angeable capability analysis, and perfor-
mance modeling. Prerequisite: ESE 503 and 545 or CSE 5024t bpermission of instructor.

CSE 628 Natural Language Processing3 credits)
A survey of computational approaches to natural languageessing issues in phonology, morphol-
ogy, syntax, semantics and pragmatics. Topics to be diedusslude natural language parsing al-
gorithms, generation algorithms, and knowledge reprasiens. Models for speech recognition sys-
tems, story understanding systems, and natural languagednds to databases and other application
programs will be investigated. Prerequisite: CSE 537.

CSE 630 Theory of Computational Complexity (3 credits)
Machine-based polynomial-time complexity theory, incghgdnondeterministic computation, proba-
bilistic computation, time and space tradeoff, and comiplexierarchy; applications to related areas
such as combinatorial algorithms and cryptography. Presdg: CSE 540 or CSE 548.

CSE 631 Advanced Logic in Computer Sciencg3 credits)
The course may include the following: deductive theorenvimg (resolution, sequent-style calculi,
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natural deduction), inductive theorem proving, equatisaasoning (rewrite systems), non-classical
logics (modal logics, intuitionistic logic). PrerequesitCSE 541.

CSE 633 Computability and Undecidability (3 credits)
Computability theory based on Turing machines and recefsimctions; proof by diagonalization and
reducibility; unsolvable problems in set, group, numbed &nguage theory; reducibility orderings
and degrees of unsolvability; priority methods and Postiblem. Prerequisite: CSE 540.

CSE 634 Data Mining Concepts and Techniqueg3 credits)

Data Mining is a new, promising, and flourishing interdisiciary field drawing work from areas
including database technology, artificial intelligenceaamine learning, pattern recognition, high-
performance computing, and data visualization. It focusesssues relating to the feasibility, use-
fulness, efficiency, and scalability of techniques for auited extraction of patterns representing
knowledge implicitly stored in large databases, warehguaad other massive information reposi-
tories. The course gives a broad, yet in-depth overvieweafitid of data mining and presents one or
two techniques in detail. Prerequisite: CSE 305 or CSE 532

CSE 636 Analysis and Synthesis of Computer Communication Neorks (3 credits)
Analysis of message queueing and buffering in computerarisy Survey of OSI layered architec-
ture. Network topology. Local, metropolitan, and wide ane&wvorks. Circuit and packet switching
techniques. High Speed and Lightwave Network Conceptsci8gnous Optical Network (SONET),
Fiber Distributed Data Interface (FDDI), Distributed Qedbual Bus (DQDB-QPSX), Integrated Ser-
vices Digital Networks (ISDN), Broadband-ISDN, Asynchoois Transfer Mode (ATM). Prerequisite:
CSE 533

CSE 637 Program Semantics and Verification(3 credits)
Formal approaches to defining semantics of programmingukegies: denotational, operational, ax-
iomatic, and transformational semantics. Formal systemgrbgram verification. Logics of program,
type theory, lambda calculus. Further topics selected teym rewriting approach to proving proper-
ties of data types, and semantics and verification of langgiagth concurrent and parallel constructs.
Prerequisite: CSE 541

CSE 638 Advanced algorithms(3 credits)
This is an advanced course in the design and analysis of oatobial algorithms, focusing on recent
material and special topics, including: randomized atbars, approximation algorithms for NP-
complete problems, string algorithms, amortized analgéidata structures, and heuristic methods
such as simulated annealing. Material will be selected te hittle or no overlap with traditional
introductory algorithms courses. Prerequisite: CSE 548.

CSE 690 Advanced Topics in Computer Sciencé3 repeatable credits)
An advanced lecture course on a new topic in computer sciefbis course is primarily designed
for Ph.D. students, but can be taken by M.S. students as @ethester supplements to this Bulletin
contain specific description when course is offered. Maydpeated for credit as the topic changes,
but cannot be used more than twice to satisfy the CSE majairezgents for the M.S.

The limit of at most two courses applies cumulatively to aVanced topics courses: CSE 590-595
and CSE 690-692.

CSE 691 Advanced Topics in Computer Sciencé3 repeatable credits)
Same as CSE 690
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CSE 692 Advanced Topics in Computer Sciencé3 repeatable credits)
Same as CSE 690

12.4 Ph.D. Teaching and Research Experience

CSE 696 Ph.D. Internship in Research(1-3 credits; Variable and repetitive credit)
See CSE 596 for similar description.

CSE 698 Practicum in Teaching (1-3 credits; Spring and Fall, Variable and repetitive itjed
Normally taken by Ph.D. students in their first year in comjion with a TA assignment. However,
an M.S. student who is appointed as a TA can take this counselas

CSE 699 Ph.D. Dissertation Research{1-9 credits; Variable and repetitive credit)
This course is taken by advanced Ph.D. students when thelycbresearch towards their thesis. Only
Ph.D. students who have been advanced to candidacy (GS)statutake this course. Students who
have the G3 or G4 status and participate in a research prejgctheir advisor can register for CSE
593: Independent Study.

12.5 Seminars and Special Topics Courses

These are offered irregularly in the Spring or Fall and ndiyneater to the needs of Ph.D. and research
students. The seminars can be taken for 1 credit and theaspegics courses for 2 credits. The list of all
seminars and special topics courses appears in Thble 1.

12.6 Summer Research

CSE 800 Summer Research{0-9 credits; Variable and repetitive credit)
Continuing students who have a TA, GA, or RA appointmentrduthe Summer are strongly encour-
aged to register for 0 credits of CSE 800 during the summee Gtaduate School advises this for
reasons related to tracking federal grants, tax issued{anteland Security.
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Table 1: Seminars and Special Topics

Seminar | Special topics| Area

CSE 640 CSE 665 Theory of Computing
CSE 641 CSE 666 Logic in Computer Science
CSE 642 CSE 667 | Algorithms

CSE 643 CSE 668 Concurrency

CSE 644 CSE 669 Database

CSE 645 CSE 670 Languages

CSE 646 CSE 671 Artificial intelligence
CSE 647 CSE 672 Image processing

CSE 648 CSE 673 Graphics

CSE 649 CSE 674 Operating Systems

CSE 650 CSE 675 Architecture

CSE 651 CSE 676 Applications

CSE 652 CSE 677 User Interfaces

CSE 653 CSE 678 Virtual Reality

CSE 654 CSE 679 Visualization

CSE 655 CSE 680 Modeling and Simulation
CSE 656 CSE 681 Computer Vision

CSE 657 CSE 682 Design and Analysis
CSE 658 CSE 683 Mobile and Wireless Networking
CSE 659 CSE 684 Computer Security

CSE 660 CSE 685 Media Networks

CSE 661 CSE 686 Data Privacy

)

CSE 662 Seminar in Computer Science |
CSE 663 Seminar in Computer Science |
CSE 664 Seminar in Computer Science |
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